EPILOGUE


Andrew J. Viterbi

Four laws, two each from the natural sciences and the social sciences, have formed the basis for the development of digital wireless communication networks. This essay describes their interaction, as well as their logical support for spread-spectrum multiple-access techniques.

E.1 Overview

In this techno-philosophical essay, we attempt to demonstrate that the implementation and success of digital wireless communication networks depends primarily on four basic laws and their underlying theories, which are attributed respectively to:

- Maxwell and Hertz
- Shannon
- Moore
- Metcalfe
The first two laws are laws of nature, while the last two, though often mistakenly thought as such, are in reality laws of behavior. The order is in the sequence of their discovery and their importance; additionally, as the field of wireless communications has matured, the emphasis and immediate relevance has shifted gradually downward in the list. Without an appreciation for Maxwell’s and Hertz’s theories, there would be no controlled wireless propagation of electromagnetic waves. Without an understanding of Shannon’s theories, efficient use of the spectrum through sophisticated signal processing could not be achieved. Without the consequences of Moore’s law, these signal processing techniques could not be implemented in a useful and economic fashion. And finally, Metcalfe’s law, which we shall explore last, helps to predict the success or failure of large new network deployments and, consequently, the wisdom of business strategies involving proportionally large capital investments.

E.2 Wireless Propagation and Its Anomalies

In a remarkable sequence of achievements in theoretical and experimental physics toward the end of the nineteenth century, the basis for electromagnetic propagation was established and proved both theoretically and experimentally. Though numerous academic researchers, residing in the musty lecture halls and laboratories of that period, shared in the success, the two that stand out are James Clerk Maxwell and Heinrich Hertz. Maxwell’s equations, learned by every electrical engineering undergraduate as the elegant synthesis of all the fundamental laws of electricity and magnetism, represents the framework upon which, with the aid of a few unifying steps, the theoretical proof of electromagnetic wave propagation is readily constructed. Hertz was perhaps the first to verify this theory experimentally. Thereafter, just after the turn of the century a succession of pioneering “communication engineers” defined this new profession with gradually more convincing experimental successes, culminating in commercial deployments for which the name of Guglielmo Marconi stands out for his outstanding blend of experimental and business acumen. Our purpose, however, is not to review the scientific and historical record, far better recounted elsewhere, but to note the particular features that impact modern wireless multiple access communication embodied in digital cellular networks.

Thus, we take for granted electromagnetic propagation but, as discussed in several chapters of this volume, note that the direct path from transmitter to receiver may not be the only path of signal propagation and, in some cases, may be blocked and hence attenuated far more than other indirect paths created by reflections off terrain or buildings. Consequently, for a transmitted signal

\[ x(t) = A(t) \sin[2\pi f_0 t + \theta(t)], \]

(E.1)
where $f_0$ is the carrier frequency and $A(t)$ and $\theta(t)$ are, respectively, the amplitude and phase modulation which bear the information transmitted, the received signal will be of the form

$$y(t) = B_1(t - t_1) \sin[2\pi f_0 (t - t_1) + \theta_1(t - t_1)] + B_2(t - t_2) \sin[2\pi f_0 (t - t_2) + \theta_2(t - t_2)] + \cdots + B_k(t - t_k) \sin[2\pi f_0 (t - t_k) + \theta_k(t - t_k)] + \eta(t),$$  

(E.2)

where $t_1, t_2, \ldots, t_k$ are the propagation delays of the various propagation paths and $B_k(t - t_k)$ and $\theta_k(t - t_k)$ are, respectively, the received amplitude and phase for the $k$th path. Finally, $\eta(t)$ represents the additive noise at the receiver, partly of thermal origin, but which may also include interference caused by other emissions and transmissions not under the control of the communicators. The amplitudes $B_k(t - t_k)$ and phases $\theta_k(t - t_k)$ may be distorted versions of the transmitted amplitude and phase, which vary with time. As discussed in several of the chapters of this book, one model for this process is that of a time-varying delay line as shown in Figure E.1, where both the delays between taps, $\Delta t_k \triangleq t_{k+1} - t_k$, and the complex tap multipliers $a_k(t) = B_k(t)e^{\theta_k(t)}$ are time-varying functions. If these values can be measured exactly, then the optimum receiver, in a minimum-mean-square-error sense and in the presence of Gaussian interference, is the matched filter, which can be implemented as the time reverse of Figure E.1, but with the complex amplitude $a_k(t)$ replaced by its conjugate $a_k^*(t) = B_k(t)e^{-\theta_k(t)}$.

The problem, however, is in the feasibility of the measurement and its accuracy when the parameters vary rapidly in time. A fundamental limitation on feasi-
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Multipath propagation channel model: $[a_k(t) = B_k(t)e^{\theta_k(t)}]$.  

1Usually referred to as a RAKE receiver.
bility, known as the uncertainty principle, dictates that measurement resolution in time is inversely proportional to the signal (and receiver) bandwidth. Thus, for example, if we wish to resolve two paths separated in time by $\Delta t = 1 \, \mu s$, the bandwidth of the complex signal $A(t)e^{j\phi(t)}$ must be at least on the order of 1 MHz.

If the signal and receiver bandwidth $W$ is less than $1/\Delta t$, then the paths will appear smeared together; for paths whose relative delays are separated by less than $1/\Delta t$, their complex amplitudes will occasionally cancel one another, thus causing deep fades in that composite component of the received signal. But measurement accuracy depends on more than bandwidth. Fundamental estimation theory (the Cramèr-Rao bound) leads to the expression for the standard deviation (inaccuracy) of the estimate for the peak-time of the received signal,

$$\sigma_{\Delta t} \geq \frac{k}{W\sqrt{E/N_0}},$$

(E.3)

where $W$ is the signal bandwidth, $N_0$ is the noise or interference density (assuming wideband noise of uniform density), and $E$ is the energy of the signal component measured; $k$ is a proportionality constant that depends in part on the definition of bandwidth but is not far from unity. Thus, the longer the measurement time, the more accurate the result, provided the signal parameters remain nearly constant over this duration. This phenomenon implies that for rapidly varying environments, such as with speeding vehicles, the measurement time must be shortened and the accuracy reduced. Though it would appear that wider bandwidths are always preferable, this too has its limitations. For while the far field propagation effects produce distinct multipath components (such as reflections from different buildings or hills), the near field effects may create many components, closely spaced in time. With a very large bandwidth, we may resolve these close components, but each will produce very little received energy, jeopardizing its measurement accuracy. Thus, keeping the bandwidth large enough to resolve a reasonable number of moderately spaced multipath components is important. Beyond this, it may be better to allow very closely spaced components (closer than the inverse bandwidth) to combine, occasionally causing fading of the combination through cancellation, but on the average with enough energy for accurate measurement. The key is to have a sufficiently wide bandwidth to isolate enough components (or composite components) and thus provide sufficient path diversity to guarantee an overall adequate signal strength for the optimally combined paths at the output of the matched filter. This strategy is usually effective for outdoor propagation, where the propagation time dispersion is on the order of several microseconds. Indoors, where propagation time dispersion is much smaller, other techniques for temporal and spatial diversity must be employed.

We move on now to the second set of laws.
E.3 SHANNON THEORY: LIMITATIONS ON SIGNAL PROCESSING

Claude Shannon, beginning with a remarkable series of papers in 1948, established the theoretical basis of digital communication with two well-known theorems: for source coding and channel coding. The first established the minimum bit rate required to reproduce a source signal within a given degree of accuracy; the second established the maximum rate at which transmission is achievable with arbitrarily high accuracy, in terms of channel parameters such as bandwidth and signal-to-noise ratio.\(^2\) Underlying the proof of the channel coding theorem was the concept of signal randomness, which is closely related to wide bandwidth spread-spectrum signaling. We shall concentrate on the latter as it applies to multiple-access communication, which we have previously labeled “Shannon’s Third Theorem.” It is best expressed in terms of a game between a communicator and an interferer (or jammer). If both are restricted to transmit at power levels \(S\) and \(J\), respectively, the communicator’s channel capacity is bounded according to the Shannon-theoretic limits,

\[
\frac{1}{2} \log [2\pi e (S + J)] - H(J) \geq C \geq \frac{1}{2} \log (1 + S/J) \text{ bits/channel symbol,}
\]

(E.4)

where \(C\) is channel capacity, \(H(J)\) is the entropy of the jammer’s signal of power \(J\), and all logarithms are to the base 2. (This formula can be converted to bits/s by multiplying all terms by \(2W\), where \(W\) is the communicator’s bandwidth, assuming Nyquist-pulse signal modulation.) The minimax solution to this game, meaning the joint selection of communicator and jammer signals that maximizes capacity for the worst case jamming or that minimizes capacity for the best case communicator signal, is for both the communicator and the jammer to employ random signals whose first-order distributions are Gaussian and for which successive symbols are independent. The per symbol entropy of the jammer signal is thus \(H(J) = (1/2) \log (2\pi e J)\).

Consequently, from (E.4) we obtain

\[
C = \begin{cases} 
\frac{1}{2} \log (1 + S/J) \text{ bits/channel symbol} \\
W \log (1 + S/J) \text{ bits/s},
\end{cases}
\]

(E.5)

\(^2\)This maximum limit, known as channel capacity, has occupied legions of channel coding specialists for the intervening half-century. While simple techniques for reaching within about one-third to one-half of channel capacity (for a wideband Gaussian channel) have been known and employed for at least 30 years, only within the last few years has a composite technique involving iterative soft decoding of parallel or serial concatenated codes, known as “turbo” decoding, shown that efficiencies above 80\% of channel capacity are practically achievable, provided sufficiently long decoding delays can be tolerated.
which is the usual capacity expression for a Gaussian channel. Gaussian signals can be approximated by spread-spectrum signals that are implemented by modulating the digital information onto a carrier already modulated by a random (or pseudorandom) sequence of symbols generated at a much higher rate than the information, approximately equal to the spreading bandwidth \( W \). The ratio of the random sequence rate to the digital information rate is the spreading factor. Actually, provided the random carrier bandwidth is much larger than the information rate (the condition for spread spectrum), the symbols of the random sequence need not be Gaussian distributed. It suffices that the random sequence consist of independent, equiprobable binary symbols and thus be Bernoulli distributed; given the large spreading factor, the aggregate (sum) of the independent spreading symbols over the duration of one data symbol will approach a Gaussian distribution, according to the central limit theorem.

Returning to the communicator-jammer scenario, since the spread spectrum jamming is approximately uniformly distributed over the bandwidth \( W \), we can define its spectral density as

\[
N_0 \triangleq J/W. \tag{E.6}
\]

Let the communicator’s signaling bit rate be \( R_b \) bits/s, which is bounded by the capacity formula (E.5). Its bit energy is the ratio of power \( S \) to bit rate \( R_b \):

\[
E_b = S/R_b. \tag{E.7}
\]

Combining (E.6) and (E.7), we have the ratio of tolerable jamming-to-signal powers,

\[
\frac{J}{S} = \frac{W/R_b}{E_b/N_0}, \tag{E.8}
\]

where \( E_b/N_0 \) in the denominator is the minimum value required at the receiver for tolerably low error probability. A lower bound on \( E_b/N_0 \) can be obtained from the capacity formula, for since \( R_b \leq C \), it follows from (E.5) and (E.8) that

\[
\frac{R_b}{W} \leq \log \left( 1 + \frac{E_b/N_0}{W/R_b} \right), \tag{E.9}
\]

whence,

\[
E_b \geq \frac{W}{R_b} \left[ \exp \left( \frac{R_b}{W} \ln 2 \right) - 1 \right] > \ln 2. \tag{E.10}
\]

The lower bound, \( \ln 2 \), is approached for \( R_b \) at capacity and as the spreading factor \( W/R_b \) approaches infinity.

We turn now to a nonhostile and reasonably cooperative set of communicators in multiple access to a common receiver, such as a base station of a cellular mobile telephony system. If \( M \) communicators are all spread over the same bandwidth by
independent random (or pseudorandom) carrier sequences and each has its power controlled so that they all arrive at the common receiving station with equal powers, \(S\), then the demodulator for each user will be faced effectively with jamming power equal to the sum of the powers of all other users, \((M - 1)S\). It follows from (E.8) and (E.10) that the tolerable jamming-to-signal power and hence the tolerable number of other users

\[
M - 1 = \frac{W/R_b}{E_b/N_0} < \frac{W/R_b}{\ln 2}.
\]

Thus, the overall throughput aggregated over all users, normalized by the total (common) bandwidth occupied, is upper bounded by

\[
\frac{MR_b}{W} < \frac{1}{\ln 2} + \frac{R_b}{W} \approx \frac{1}{\ln 2} = 1.4 \text{ bits/s/Hz}.
\]

To approach this bound requires a very large spreading factor and error-correcting coding powerful enough to approach channel capacity. It also assumes that all the interference is caused by other users in the band, ignoring background noise of thermal or other origin. Including background noise and practically implementable coding techniques, throughputs of one-quarter to one-half of this value can be achieved, depending on the time-variability of the physical channel.

It can be shown that, with powerful enough error correction, the overall throughput \(MR_b\) can approach the classical channel capacity formula (E.5), with \(J\) equal to just the background noise not including any of the interference from the other cooperative users. Approaching this capacity requires that all users cooperate further in transmitting at specified but unequal powers, and that the common receiver optimally demodulates and decodes each user successively, subtracting off its effect from the common, overall received signal prior to decoding the next user. This latter procedure is an idealized form of the successive cancellation discussed in Chapter 3. At present, however, this optimal successive cancellation procedure remains a theoretical possibility only. Less ambitious cancellation or cooperative demodulation techniques abound, but they seem to yield only modest improvements.

We proceed now to review the practice of spread-spectrum techniques over the past half century.

### E.4 Half a Century of Wireless Spread Spectrum: From Military to Commercial Applications

Spread-spectrum techniques for thwarting hostile interference or jamming date back to World War II. The sophisticated approach employing carriers whose spectrum is spread by a pseudorandom sequence generated by a maximum-length
shift register (with linear feedback) date back to the fifties. In their simplest conceptual implementation, the binary sequences, which appear random and repeat only after $2^N - 1$ symbol times, where $N$ is the length of the shift register, modulate the carrier by shifting its phase by $+\pi/2$ or $-\pi/2$ radians, corresponding to whether the symbol is a “0” or a “1,” respectively. The intended receiver knows the parameters to generate the same sequence and thus can demodulate by performing the inverse operation, shifting phase by $-\pi/2$ or $\pi/2$ corresponding to a “0” or a “1,” respectively. Incidentally, by performing this inverse operation, the jammer spectrum at the demodulator will appear to be spread, even if the jammer’s transmitted signal was originally narrowband.

With the launch of Sputnik in 1957, the era of satellite communication began. Many of the early launches were of military satellites, which are “sitting ducks” to hostile interferers. Spread-spectrum techniques with very large spreading factors provided for a wide margin of advantage over a jammer, according to (E.8). Commercial satellites began operations in the mid-sixties and the first digital communication satellites were launched in the seventies. Spread-spectrum techniques were not employed commercially until the eighties, when they found their way into mobile terminals operating with very small and hence wide-aperture antennas in the presence of much stronger interference from stationary terminals transmitting through near-orbit satellites. With 250,000 mobile satellite terminals now installed in trucks worldwide, providing two-way communication and position location to their home bases, this spread-spectrum system has dramatically impacted the long-haul transportation industry. Finally, in the nineties, spread spectrum has had an even greater impact on the digital cellular communication industry. Here, it is usually referred to as code-division multiple-access (CDMA), to distinguish this access technology from frequency division (FDMA) and time division (TDMA) techniques.

The common thread through all these applications is tolerance to interference through digital signal processing. As discussed elsewhere in this volume, for cellular applications, the interference comes not only from the other users communicating through a given cell’s base station but also from the transmissions of users in other cells, which contribute strongly to the background noise in the given base station. For FDMA and TDMA systems, it is generally necessary to allocate different bands or time slots to contiguous cells, thus reducing spectrum efficiency by an order of magnitude. With CDMA, all cells can be allocated the same common spectrum, a feature called universal frequency reuse. This of course increases the interference in each cell, reducing the number of users per cell, but only by a factor

---

3 As noted elsewhere in this volume, this approach is generally called direct-sequence spread spectrum. An alternate approach, known as frequency hopping, uses multiple symbols of the pseudorandom sequence to select one of numerous carrier frequencies among which to hop.

4 This case again implies a minimax solution to the game between communicator and jammer.
of about 1.6, a net gain over the other access techniques. As previously noted, to establish (E.11), each CDMA user must be power controlled to guarantee the maximum number of users per cell. But with tight power control, each transmitter emits the least amount of power needed to achieve reliable transmission, thus avoiding the usual power margin allocation and also reducing the interference to users in the same and other cells. Furthermore, the spreading feature of CDMA also guarantees a bandwidth wide enough to isolate multipath, using the RAKE receiver technique described in Section E.2. Also, with universal frequency reuse, transition between cells can be eased by performing “soft handoff”; as the mobile user approaches the edge of a first cell, it can begin communication with the second cell’s base station without dropping the link to the first cell’s base station. This artificially creates a dual diversity multipath condition. The same multipath RAKE receiver can thus be employed to handle soft handoff just as it does the natural multipath condition previously described in Section E.2.

Employing all the above techniques in implementing a digital multiple-access system, as well as error-correcting coding to reduce $E_b/N_0$, and variable rate transmission of digitally compressed voice, results in a spectral efficiency over ten times that of a conventional analog system. Hence, employing techniques based on Shannon laws improves the efficiency of a system based only on Maxwell-Hertz laws by more than one order of magnitude.

Their implementation, however, depends critically on digital signal processing technology whose practical and economic embodiment would be impossible without highly integrated solid state processors and memories. We discuss this technology and its underlying law in the next section.

### E.5 Moore’s Law: The Socio-Economic Basis for Digital Wireless

Gordon Moore, a founder of Intel Corporation, observed in the seventies that the number of devices per unit area that can be incorporated in a silicon integrated circuit (IC) doubles approximately every year and a half. We may state this fact as the formula

$$v(T) = v(T_0)2^{(T-T_0)/1.5}, \quad (E.13)$$

where $v(T)$ is the device density at time $T > T_0$, where time is stated in years. Although this may appear to be a physical law like those previously discussed (and in some minds it is considered such), it is in fact an empirical observation with no direct physical basis. Rather, it is explained by the fact that human ingenuity, coupled with market forces, produces exponential growth of technological capability, and eighteen months appears to be the time between product cycles in the
semiconductor industry. This leads us to categorize Moore’s Law as a socio-economic principle. Applying the formula and taking the initial year to be 1965, when one IC contained only one device, we find that by 1995 one IC of the same area could contain one million devices and by the year 2000 about ten million devices, both estimates being reasonably accurate. Within a few more decades, the atomic limit will be reached, but already experiments in subatomic storage would lead us to believe that the ultimate limit may be even further out. In any case, the millionfold growth in the last three decades has turned many a system theorist’s dream into reality. The early military spread-spectrum systems consisting of multiple racks costing tens of millions of dollars are now implemented on a single chip (embedded in a palm-sized cellular telephone), costing only tens of dollars. In short, the progress described by Moore’s Law was indispensable for the realization of the benefits of all three laws of Shannon (source, channel, and multiple-access coding). Yet, there remain the skeptics who do not understand, or merely ignore, the significance of Shannon’s laws made practically implementable by Moore’s Law and continue to design and attempt to justify systems that do not profit from these guiding principles.

### E.6 Metcalfe’s Law: Implications for Wireless Networks

Another socio-economic law of more recent vintage, due to Robert Metcalfe, states that the value of any communication network grows as the square of the number of users of the network. More precisely, if the number of users is $N$, then

$$\text{Network Value} \sim N(N-1)/2$$  \hspace{1cm} (E.14)

since this is the number of connections\(^5\) possible among $N$ users. This law places an inordinate burden on the initiation of a network service that requires a significant capital cost to both the network provider and the consumer. Numerous failures attest to this fact. The most notable was “PicturePhone,” an initiative of AT&T in the early seventies, which was discontinued after an initial trial period. As telephone data modems became ever more capable, offering progressively higher data rates at ever lower costs, a few manufacturers offered updated versions of telephone video terminals that could operate over the ordinary public switched network. Even these were not particularly successful because of low consumer demand both caused by and resulting from prices being high. The most common sale involved the purchase of a pair of terminals by grandparents who wished to view distant grandchildren. Turning to successes, we cite the Minitel data terminal operating over the French public switched network. This, in large part, was the

\(^5\)Actually, since each link is bidirectional, one could argue that it should be $N(N-1)$.
result of heavy subsidization by the French government and thus removed the bur-
den from the consumer. Another is the facsimile (fax) machine, which is practically
ubiquitous in businesses and is becoming common in consumer households. For
this success to occur, first the prices had to fall significantly and then the consider-
able saving and convenience became clear: a fax message consumes a fraction of
the time of a telephone conversation, and more importantly, it gets through with
greater accuracy than voice mail when the recipient is not present. This feature is
particularly important for transoceanic calls, where the volume of fax messages
now exceeds that of voice calls.

The most dramatic current network success is the Internet. Its usage has been
growing precipitously in just the last couple of years, after a gestation period of
over twenty years, during which the U.S. government through DARPA and, later,
NSF, financed an ever-higher-speed data network to interconnect computer cen-
ters of universities and government facilities. Turned over to the private sector, its
usage and required capacity have grown exponentially with time. The explanation
is the growing presence of the personal computer at almost every desk and work-
station of businesses and in the majority of homes, coupled with the rapidly falling
costs of the embedded data modem. With tens of millions of users comes the
opportunity to capture their attention as consumers, resulting in the creation of a
multitude of information and other services through the World Wide Web.

Focusing, however, on our theme of digital wireless networks, the question
arises as to whether Metcalfe’s law applies in a strict sense. Even a single mobile
phone has accessibility, through a base station, to all the fixed phones of the public
switched wired network. Yet the mobile user wants to connect to the universe of
users wherever he or she may roam. Thus, the operator must provide to this “first”
user, connectivity through a multitude of base stations throughout a metropolitan
area as well as in multiple areas and even in multiple countries. And this works in re-
verse as well. All the user’s wired friends and associates want to reach her or him
wherever she or he may be. Hence, an operator’s capital expenditures dominate the
network economics, at least initially. Thus, effectively, the value should grow as the
square of the area covered (assuming, simplistically, a uniform density of users).
Each unit area covered captures users linearly, for whom value increases also lin-
early with the size of the total area covered. Clearly, the network provider’s eco-
nomics are improved, the fewer the base stations required per unit area. A base sta-
tion’s coverage area and capacity, in numbers of users that it can serve, are the key
economic parameters. With light usage, coverage is the principal factor. As usage
grows, the capacity constraint dictates that more base stations must be provided.
Both coverage and capacity are increased from two- to four-fold by the use of spread-
spectrum techniques, enhancing economics and consequently network growth.

Case histories of the growth of two very different digital wireless networks
are summarized in Table E.1.
The first, GSM, is the Pan-European TDMA standard, now available also in the Americas and Asia. It was launched as a “Greenfield” service, meaning that new spectral allocations were provided for it. Also, most countries in which it was launched had either no previous service or a very inadequate and sparse analog service, and GSM was the only digital technology licensed in the countries of the European Union. Probably its most significant innovation was the introduction of “global roaming,” whereby a phone purchased in any covered nation can be used equally in any other covered nation, wisely adhering to the just-stated wireless version of Metcalfe’s law.

The second technology is the spread-spectrum, or CDMA, technology which has been the major theme of this essay. It was standardized in North America as the Telecommunication Industry Association’s IS-95. Its purpose was to provide much higher spectral efficiency than the analog networks, already well established in North America. Thus, it was planned to ultimately serve an order of magnitude more users within the same spectral allocation, over the same base stations, which were nearing saturation with the inefficient analog access technology. A principal requirement, both economic and regulatory, was to not displace the existing analog users, unless they willingly chose digital service. The introduction strategy, therefore, contained three components:

- Provide superior service, including improved voice quality
- Convert only as much of the spectrum over to digital service as the user demand warranted, thus not disadvantaging the remaining analog users
- Provide for staged conversion of base stations so that initially not all stations needed to be converted to digital

CDMA was able to fulfill all three requirements. By its better than tenfold increase in user capacity, it required converting only one-tenth of the bandwidth to digital service to provide enough capacity to potentially serve all existing analog users on the network. By providing improved service, CDMA could attract the
heaviest users; these represent typically 3% of users, consuming 30% of service. Thus, a relatively small percentage of conversions to the 10% digital bandwidth could alleviate congestion on the 90% of the band still serving analog users. Finally, by providing all converted users with a dual-mode analog/digital CDMA phone, the operator did not need to provide digital service on all base stations at once; when digital users roamed away from digitally equipped base stations, their phone was transferred automatically to analog without service interruptions. The statistics in the second column of Table E.1 attest to the success of this approach.

Standardized seven years later than GSM and launched four years later, CDMA now lags in customer adoption by two years. Significantly also, in almost all countries where it was introduced, the consumer had a choice between analog, CDMA, and one or two digital TDMA technologies. The most important conclusion, then, is that where there already exists an installed base, as well as considerable competition, it is essential, if not also mandatory, to provide backward compatibility to the predominant, previously existing technology.

The last entry in both columns deals qualitatively with the time at which spectral allocations will reach saturation. More users are supported by CDMA because of its greater efficiency. One approach for GSM operators to expand their capacity would be to gradually equip their base stations with CDMA technology compatible with their GSM network signaling. The high-usage customers would be provided with a dual-mode GSM/CDMA subscriber unit capable of communication with both types of base stations, in the same manner in which North American and Asian analog users were converted to digital.

We conclude with a look into the future. Unlike the wired network that already serves a substantial and ever-growing percentage of data users at varying speeds, the wireless network still offers primarily voice telephony, with only a minuscule percentage of low-speed data. This situation is certain to change over the next few years. The nomadic nature of business users, particularly for electronic mail and continuous connectivity to a home base, mandates the availability of wireless high-speed data (above 64K bits/s) beyond what is currently provided by ordinary wired phone connections. Several standards organizations worldwide are currently deliberating the merits of a variety of proposals for this service. Given the large number of current subscribers to digital cellular services, adherence to the principles of Metcalfe's law seems logical. In order not to start at the bottom of the quadratic curve, service providers would be well advised to choose a technology that is backward compatible to one of the existing services. The flexibility of spread-spectrum signaling facilitates such compatibility.

The complex interaction of technology and economics, involving the interplay of the four very diverse laws described in this essay, has created a vibrant wireless telecommunication industry, likely to serve an ever-widening percentage of the world's population, with both mobile and fixed service, for many decades to come.
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These are exciting times in which to be involved in wireless communications research. The field is growing at an explosive rate, stimulated by a host of important emerging applications ranging from third-generation mobile telephony [5, 10, 17, 18, 20], wireless personal communications [1, 7, 8, 9, 13, 14, 16], and wireless subscriber loops, to radio and infrared indoor communications [2, 4, 6, 11, 15], nomadic computing [3, 12], and wireless tactical military communications [10]. These and other newly envisioned networks have both profound social implications and enormous commercial potential. For system planners and designers, the projections of rapidly escalating demand for such wireless services present major challenges, and meeting these challenges will require sustained technical innovation on many fronts.

**Characteristics of Wireless Services**

Many of the main technical challenges stem from three key characteristics inherent in existing and envisioned wireless services. First, the communication channels over which radio-frequency (RF), infrared, underwater acoustic, and other wireless
systems must operate are all complex and highly dynamic. These channels suffer from numerous physical impairments that severely impact system performance, important examples of which include fading due to multipath propagation and interference from extra-network sources. Moreover, channel characteristics often change at rates that can be significant relative to system time scales, particularly in mobile communications applications.

Second, many emerging wireless applications are aimed toward providing universal access at relatively high data rates. Providing these capabilities is increasingly accomplished through the use of random multiple-access protocols, which while natural, lead to a still more complicated wireless channel. In particular, in such cases multiple-access/cochannel interference is at least as significant an impairment as noise and other forms of interference in limiting system performance. Another aspect of the universal access paradigm is that network demands more generally are highly dynamic, with the users entering and leaving the network having diverse quality-of-service requirements. At the same time, the network itself is often reconfigurable and typically part of a larger heterogeneous system of networks, meaning that the associated network resources are also highly dynamic as well.

Finally, driving much of the development of wireless technology is the need for truly portable communications. Many applications demand a system infrastructure that can be rapidly and flexibly deployed. And the end users themselves require a lightweight, compact interface to the network in the form of a pocket-sized, battery-powered transceiver or terminal. As such, complexity and power consumption are critical issues in the design of mobile systems and give rise to important practical constraints.

What all these diverse challenges have in common is the very central role that signal processing ultimately has to play in meeting them. Indeed, increasingly we are seeing many key problems in wireless communication system design being approached from signal processing perspectives, yielding solutions in the form of advanced signal processing algorithms and having implementations on flexible digital signal processing architectures. In turn, this evolution is stimulating both significantly heightened interest in signal processing methodologies within the wireless communications community and considerable recent growth of interest within the signal processing community in wireless communications applications.

The idea of this book evolved from these basic observations. As such, its aim is to provide a signal processing perspective on the field of wireless communications by describing the state of the art and recent research developments in this area, and also by identifying key directions in which further research is needed. The treatment comprises eight contributed chapters and an epilogue, spanning some of the main focus areas of signal processing research at both the physical and network layers of the wireless system hierarchy.
OVERVIEW OF CHAPTERS

A brief outline of the constituent chapters is as follows.

Chapter 1 is the first of four that focus primarily on issues at the physical layer. In this chapter, Wornell focuses on the role of signal processing in creating and exploiting diversity for counteracting the effects of multipath-induced signal fading. Multipath propagation effects generally lead to a channel signal-to-noise ratio characteristic that varies as a function of frequency, time, and space; diversity techniques take advantage of the fact that typically not all parts of such channels fade simultaneously. This chapter describes the key ways in which linear signal processing algorithms can be used at the transmitters and receivers of multiuser communication systems to realize effective forms of diversity with very low computational complexity. Such diversity is achieved by, in effect, spreading the transmission of symbols spectrally, temporally, and/or spatially to within the limits imposed by bandwidth, delay, and other physical system constraints. Spread-spectrum code-division multiple-access (CDMA) protocols and multiple-element antenna arrays at transmitters and receivers are discussed as means for realizing spreading of this type. All such techniques have the characteristic that they improve both average and worst-case performance and can be used in conjunction with—or as an alternative to—coding in such systems. The various techniques in Chapter 1 are described and interrelated within a common multirate/multichannel signal processing framework. This framework not only provides some useful new perspectives on traditional approaches for making use of diversity but also lends itself naturally to the description of several promising, more recently introduced methods.

In Chapter 2, Honig and Poor describe the analogous role that signal processing algorithms have to play in suppressing interference in the receivers of wireless systems. The primary focus of the chapter is on suppression of interference that arises due to the nonorthogonal multiplexing inherent in random-access protocols such as CDMA. While these formats allow systems to optimize their use of bandwidth in channels subject to fading, bursty traffic, and time-varying user populations, overall system performance depends critically on the degree to which the accompanying increase in interference is effectively eliminated at the receiver. Unlike the ambient noise that limits all electronic communications, this multiple-access interference is highly structured. This structure provides both challenges and opportunities for the use of advanced signal processing to mitigate the effects of the interference. Chapter 2 develops the basic signal processing concepts relevant to this and closely related classes of interference suppression problems such as multipath mitigation, narrowband interference suppression, and beamforming. These problems are treated within the basic framework of the CDMA transmission protocol, although many of the techniques described are equally applicable to any system in
which structured interference is a major impairment. Moreover, because typically the wireless channel is rapidly time-varying, the emphasis in the chapter is on adaptive methods. This is a very active area of current research, and a number of open issues are discussed.

Wireless channels are ultimately limited by their bandwidths. As data rates become more demanding with respect to the channel bandwidth, dispersion and the attendant intersymbol interference become a critical, performance-limiting issue. The equalization of wireless channels presents major signal processing challenges not present in more traditional wireline equalization, again both because of the rapid time-variation in the channel and because of the additional sources of interference that compound the problem. In Chapter 3, Papadopoulos discusses the principal issues arising in the problem of equalizing wireless channels in multiuser environments and describes several of the key algorithmic structures being explored for their solution. The development of this chapter emphasizes a powerful multiple-input multiple-output linear systems perspective within which equalizers that efficiently and jointly mitigate both intersymbol and multiple-access interference are described. As the development reflects, the resulting equalizers constitute natural and powerful generalizations of equalizers used in many traditional communications applications. Representative examples of both training-based and blind algorithms from this particularly active area of research are discussed.

In Chapter 4, Paulraj, Papadas, Reddy, and van der Veen turn to the problem of space-time processing for wireless systems. This chapter is complementary to the preceding three in that it also considers issues of spatial diversity, interference suppression, and equalization in the wireless channel. However, the focus of this chapter is on explicit space-time signal processing strategies that can be employed in these pursuits. In particular, this chapter develops array signal processing for both single-user and multiuser systems with the underlying assumptions of linear modulation and time-division multiple-access transmission. Key elements of this treatment are the issues of blind channel identifiability and linear channel equalizability in the presence of both intersymbol interference and cochannel interference.

Ensuring that emerging wireless networks operate efficiently while meeting the quality-of-service requirements of end users increasingly requires sophisticated strategies for dynamic allocation of power, bandwidth, and other resources. Moreover, many of the key system design issues are particularly challenging because they span both the physical layer and the network layer within the wireless communication system hierarchy—two layers whose development has traditionally been treated separately and by culturally different subcommunities. In Chapter 5, Tse and Hanly explore some key aspects of the interplay between these two layers in wireless architectures. In particular, they discuss natural and practical notions of capacity for a cellular system in terms of the quality-of-service requirements of the participating users. Central to their development is the pow-
erful concept of a user's effective bandwidth, which summarizes the fraction of a cell's resources that is required to support a user at its desired target signal-to-interference ratio, given the class of interference suppression techniques being implemented at the physical layer. Through this framework, several important insights into the problem of optimal power control are obtained.

Focusing further on the network layer, one of the major thrusts of current research in wireless communications is the development of techniques for introducing multimedia capability into wireless networks. The high bandwidth requirements and quality-of-service expectations of multimedia traffic place major demands on all signal processing functions of the wireless system. In Chapter 6, Haskell, Messerschmitt, and Yun consider the major signal processing issues that arise from the needs of such multimedia transmission. In particular, the chapter examines four primary signal processing functions—data compression, encryption, modulation, and error control—in this context and considers the impact of multimedia traffic on the backbone network. The authors propose a novel architectural framework for the design of both network protocols and signal processing algorithms that allows for the resolution of most issues arising in wireless multimedia networks. In outlining this framework, the authors also identify a number of active research areas, both in networking and signal processing.

In Chapter 7, Ramchandran and Vetterli explore issues of data compression (i.e., source coding) and error control (i.e., channel coding) in wireless multimedia networks in more detail. In particular, this chapter focuses on the interaction between source and channel coding in such contexts. The heterogeneous nature of both the information sources and the physical channels in these applications introduces issues that are not addressed by more traditional information-theoretic approaches to these problems. Joint source and channel coding techniques are featured as an approach to some of the key challenges in these contexts, and promising techniques based on multiresolution signal processing in the form of wavelet- and subband-based source coders together with multilevel error-correcting coders are emphasized. The chapter illustrates how such techniques can be particularly well suited to the demands of speech, image, and video transmission over wireless channels, allowing, for example, rate adaptation and flexible control over noise immunity.

Finally, while much of the discussion in Chapters 1 through 7 applies, in principle, to general wireless communication systems, these chapters are largely developed with RF systems in mind. As an illustration of other kinds of propagation environments and how they have their own unique sets of issues in terms of wireless system design, in Chapter 8, Brady and Preisig explore wireless communication through the underwater acoustic channel. In practice, this channel is an important one in a number of scientific and military applications involving underwater communication, and it presents particularly challenging problems for signal processing
design. Indeed, many of the impairments encountered on wireless RF channels are experienced at even more severe levels in the underwater acoustic channel. As such, this latter channel provides a useful context in which to explore and develop some of the most aggressive and signal-processing-intensive emerging techniques.

Finally, in the epilogue, Viterbi provides a philosophical view of the forces driving the development of wireless technology. In particular, he identifies four laws, two each from the natural sciences and the social sciences, that have formed the basis for the development of digital wireless communication networks. This essay describes their interaction, as well as their logical support for spread-spectrum multiple-access techniques.

**Audience for This Book**

Collectively, these nine contributions represent a sampling of some of the main themes and directions being pursued within this active field of research. While broad in scope, this volume does not attempt to be comprehensive in its coverage. Indeed, given the brisk pace at which developments are currently taking place, thorough coverage would be almost impossible. Instead, the goal of the book is a more modest one. The topics are representative rather than exhaustive, and the treatment is aimed toward developing perspectives and insights that will allow readers to appreciate what some of the fundamental challenges are, what the scope of current activities is, and where some of the major research opportunities lie. For newcomers, this book can be used as a starting point for navigating the rapidly growing body of literature on various aspects of the topic. For those already active in the field, this book can provide an opportunity to reflect on one’s work in the context of developments in other aspects of the topic and to explore interconnections between these developments that may lead to fundamentally new research directions.

More broadly, it is our hope that this volume will be a useful resource to the dual audience it is intended to serve: both to the signal processing community as it becomes more active in the wireless communications area, and to the communications community as it increasingly embraces signal processing algorithms and architectures in the development of efficient wireless systems of the future. More generally, there is tremendous opportunity for major advances to come from expanded dialog and interaction between these two communities, and thus it is also our hope that projects such as this can ultimately be vehicles for fostering such collaboration.

*H. Vincent Poor*

*Gregory W. Wornell*
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Linear Diversity Techniques for Fading Channels

Gregory W. Wornell

Signal fading due to multipath propagation is a dominant source of impairment in wireless communication systems, often severely impacting performance. However, the effects of fading can be substantially mitigated through the use of diversity techniques via appropriately designed signal processing algorithms at both the transmitters and receivers. Practical, high-performance systems require that such diversity techniques be efficient in their use of resources such as power, bandwidth, and hardware, and that they meet often tight computational and delay constraints. This chapter develops a common, multirate-signal-processing-oriented framework within which the relative benefits of various types of diversity are discussed. Several examples of resource-efficient linear diversity methods—both traditional and more recently proposed—are highlighted.

Fading in signal strength arises primarily from multipath propagation of a transmitted signal due to reflections off physical objects, which gives rise to spatially distributed standing wave patterns of constructive and destructive interference.¹

¹We will be focusing primarily on radio-frequency (RF) systems, although much of what we discuss also applies to acoustic-frequency systems used in underwater environments. Many of the underlying principles also apply in infrared (IR) systems, although technological and other considerations often preclude direct implementations of the kinds of processing discussed here.
These standing wave patterns depend not only on the geometry of the constituent propagation paths from transmitter to receiver but on the carrier frequency of the transmitted signal as well. As a result, signal strength varies both with spatial location and with frequency. Moreover, when the receiver is in motion through the standing wave pattern, time variation in signal strength is experienced.

Figure 1.1 illustrates an example of a multipath-induced standing wave pattern in two dimensions. In this example, a single-frequency tone is transmitted from a particular source location, and a single, perfectly reflecting, linear boundary creates one indirect propagation path in addition to the direct path to a given receiver location. We emphasize that increasing the frequency of the transmitted signal would lead to more closely spaced contours in Figure 1.1.

The scenario represented by Figure 1.1 is obviously highly simplified. For example, the effects of path loss, i.e., attenuation in signal strength that occurs with

![Figure 1.1 The standing wave (interference) pattern associated with the transmission of a single tone in a two-dimensional propagation environment with a single perfect reflecting boundary, indicated by the solid line, and no path losses. The symbol ° denotes the transmitter location, and the dashed curves indicate the contours of points where maximum constructive interference would be experienced by a receiver. Between are dotted curves indicating corresponding contours of points where maximum destructive interference would be experienced. A similar interpretation is obtained when the roles of transmitter and receiver are reversed.](image-url)
propagation distance, have been neglected; these would otherwise affect the interference pattern. More generally, in more realistic physical environments involving many reflectors and therefore many propagation paths, the standing wave pattern is considerably more complicated. In such cases, deterministic characterization of the particular interference patterns may be difficult to obtain. However, useful statistical characterizations of the effects of such fading can often be exploited.

To compensate for the effects of signal fading due to multipath propagation, three main forms of diversity are traditionally exploited to varying degrees in wireless communication systems: spectral diversity, temporal diversity, and spatial diversity. Each of these forms is discussed in detail in this chapter. We begin by summarizing their salient features.

Spectral diversity is effective when the fading is frequency-selective, i.e., varies as a function of frequency. This form of diversity can be practically exploited when the available bandwidth for transmission is large enough that individual multipath components can begin to be resolved, or equivalently when it is large enough that different subbands of the transmission bandwidth experience effectively independent fading. As we discuss, examples of systems that take advantage of frequency diversity are direct-sequence or frequency-hopped spread-spectrum communication systems, which are designed to utilize wideband transmission formats.

Temporal diversity is effective when the fading is time-selective, i.e., fluctuates with time. This form of diversity is exploited by introducing memory into the transmitted symbol stream in the form of coding or precoding to effect temporal spreading of symbols. Since temporal diversity schemes introduce delay, the degree to which this form of diversity can be exploited depends on delay constraints in the system relative to the coherence time of the channel, which, in turn, is a function of both the vehicle speeds in mobile applications and the carrier frequency in the system. Delay constraints are often quite stringent for two-way voice communication but can, in principle, be significantly milder for broadcast and other applications.

Finally, spatial diversity—which involves the use of sufficiently spaced, multiple-element antenna arrays at either the receiver, the transmitter, or both—exploits the spatial variation in fading corresponding to the standing wave interference patterns. Among other advantages, spatial diversity can be exploited even in situations where the fading channel is neither frequency-selective nor time-selective—or when system constraints preclude the use of spectral or temporal

---

2The term “fading” is sometimes reserved exclusively for describing this phenomenon of temporal variation specifically. Throughout this chapter, however, the term fading is used in its broader sense to describe effects induced by multipath propagation more generally, whether or not they are accompanied by significant time variation.

3The coherence time of the channel is the correlation time of the fading process: it is a measure of how far apart two time samples have to be to experience effectively independent fades.
diversity. The extent to which this form of diversity can be exploited depends on issues such as physical size constraints and cost.

A detailed outline of the chapter is as follows. We begin with a discussion in Section 1.1 of a basic system and channel model that will be used throughout. For reference, Section 1.2 summarizes the performance characteristics of systems that do not exploit diversity. In the remainder of this chapter, we focus on several interrelated classes of low-complexity, linear signal processing algorithms for exploiting each of the three forms of diversity, both individually and jointly. In particular, spectral and temporal diversity techniques are discussed in Sections 1.3 and 1.4, respectively. The emphasis in these sections is on effectively single-user (i.e., point-to-point) systems. Natural generalizations of these diversity techniques are developed for use in multiuser scenarios in Section 1.5; these are of particular interest in many contemporary applications. Section 1.6 describes and contrasts techniques for exploiting diversity through the use of both receiver and transmitter antenna arrays in wireless systems, and finally Section 1.7 contains some concluding remarks.

1.1 System and Fading Channel Models

The model for the channel between a particular transmitter and receiver pair in a wireless system generally consists of two components: a linear, time-varying filter that captures the effects of multipath fading in the transmission medium, and an additive noise term representing both receiver noise and, often more significantly, sources of co-channel interference. When pulse amplitude modulation (PAM) is employed in the system, it is convenient to work with an equivalent discrete-time baseband model for the passband system. The response of the channel to an input sequence \( y[n] \) is given by

\[
    r[n] = \sum_k a[n; k]y[n - k] + w[n], \tag{1.1}
\]

![Figure 1.2](image.png) A discrete-time baseband model for a generally time- and frequency-selective fading channel.

\(^4\)It is worth commenting at the outset that while such discrete-time models sometimes constitute an oversimplification of the physical systems they represent, they are generally adequate for capturing the key features of such systems and the associated channels, and at the same time lend rather naturally to algorithms having efficient digital signal processor (DSP) based implementations.
where the sequence $w[n]$ represents the additive noise and interference, and where the kernel $a[n; k]$ is the response of the channel at time $n$ to a unit-sample input at time $n - k$.

It is often convenient to model the noise $w[n]$ as a zero-mean, complex-valued, circularly symmetric stationary white Gaussian process with variance

$$E[|w[n]|^2] = N_0 \mathcal{W}_0,$$

where $\mathcal{W}_0$ is the underlying system bandwidth. While this is a reasonably realistic model for the receiver noise, it is generally an overly simplistic (and rather pessimistic) model for cochannel interference; more realistic models for cochannel interference that take into account its inherent structure lead to more effective interference suppression algorithms, several of which are discussed in Chapters 2 and 3 as well as other chapters of this volume.

The time-varying frequency response of the channel is related to the kernel $a[n; k]$ via\(^5\)

$$A(\omega; n) = \sum_k a[n; k]e^{-j\omega k}.$$  \hfill (1.2)

When $A(\omega; n)$ does not vary with $n$, the channel is said to be time-nonselective, and $a[n; k]$ specializes to the kernel of a linear time-invariant system. This fading model is generally applicable to systems in which any transmitter or receiver motion is sufficiently slow that time variations in the channel are on scales much longer than the symbol duration. In this case, as depicted in Figure 1.3 the input-output relation involves simple convolution, i.e.,

$$r[n] = \sum_k a[k]y[n - k] + w[n],$$  \hfill (1.3)

where the unit-sample response $a[k]$ is given by $a[k] = a[0; k]$ and has the associated frequency response $A(\omega) = A(\omega; 0)$. In such cases, temporal diversity cannot be exploited.

---

\(^5\)We adopt the useful convention of using parentheses $(\cdot)$ to denote continuous-valued arguments and brackets $[\cdot]$ to denote discrete-valued arguments. For functions of two arguments where the first is continuous and the second is discrete (as in the case of time-varying frequency responses), we use the convenient mixed notation $(\cdot; \cdot)$. 

---

**Figure 1.3** A discrete-time baseband model for a frequency-selective, time-nonselective fading channel.
By contrast, when $A(\omega; n)$ in (1.2) does not vary with $\omega$, we have $a[n; k] = a[n] \delta[k]$, with $\delta[n]$ denoting the unit-sample, i.e.,

$$
\delta[n] \triangleq \begin{cases} 
1 & n = 0 \\
0 & \text{otherwise},
\end{cases}
$$

(1.4)

in which case the channel is said to be frequency-nonselective. This fading model is appropriate for use with systems in which any frequency variations are on scales much larger than the system bandwidth. As such, this model is applicable to narrowband channels where the delay spread—i.e., the effective length of the sequence $a[n; k]$ with $n$ fixed—is smaller than the symbol duration. Such is the case, for example, in indoor applications when the bandwidth is less than about 200 kHz, and outdoor applications when the bandwidth is less than about 20 kHz. In this scenario, as depicted in Figure 1.4, the input-output relation involves modulation, i.e.,

$$
r[n] = a[n]y[n] + w[n].
$$

(1.5)

On such channels, spectral diversity cannot be exploited.

Finally, channels that are both time- and frequency-nonselective can be expressed in the form

$$
r[n] = ay[n] + w[n],
$$

(1.6)

where $a = A$ is a random variable. On such channels, neither temporal nor spectral diversity can be exploited, though spatial diversity often can. Spatial diversity exploits the fact that different gains $a$ are encountered (experienced) by different elements of the antenna array.

As we will generally assume throughout this chapter, the transmitter typically does not have any knowledge of the fading channel kernel $a[n; k]$. Exceptions are when a feedback path exists from receiver to transmitter through which at least partial channel state information can be passed. In contrast, the receiver is generally able to infer information about the fading channel kernel from the received waveform, through the use of either training data sent by the transmitter or a “blind” algorithm (examples of which are discussed in Chapters 3 and 4). In this chapter, we assume that the receiver has perfect knowledge of the fading channel.

![Figure 1.4](image)

Figure 1.4 A discrete-time baseband model for a time-selective but frequency-nonselective fading channel.
through which the information was transmitted; this assumption allows us to develop useful bounds on the performance attainable in practice. In turn, useful refinements of these bounds can be obtained by separately assessing and subsequently incorporating the effects of channel identification limitations on diversity methods. However, such refinements are not explored in this chapter.

A variety of statistical characterizations of fading behavior have proven useful in designing receivers and transmitters for wireless systems and in evaluating the resulting performance. One of the most widely used, and the one we use in this chapter, is the stationary Rayleigh fading channel model, which is appropriate when there are a large number of superimposed propagation paths. In this case, for fixed values of \( k \), the kernel \( a[n; k] \) is well modeled as a zero-mean, stationary, complex-valued, circularly symmetric Gaussian sequence based on a Central Limit Theorem argument. Furthermore, uncorrelated scattering is generally assumed—i.e., sequences corresponding to distinct values of \( k \) are statistically independent, so that

\[
E[a[n; k]a^*[n - m; l]] = R_a[m; k] \delta[k - l].
\]

With uncorrelated scattering, the time-varying channel frequency response \( A(\omega; n) \) is then stationary in both \( n \) and \( \omega \) and satisfies

\[
E[A(\omega; n)] = 0 \quad (1.7a)
\]

\[
E[|A(\omega; n)|^2] = \sigma_a^2. \quad (1.7b)
\]

The noise \( w[n] \), fading kernel \( a[n; k] \), and channel input \( y[n] \) are reasonably modeled as mutually independent. Other aspects of the characterization of discrete-time Rayleigh fading channels based on Bello’s continuous-time framework [2] are discussed in [3].

The remainder of the chapter considers methods for transmitting a continuous- or discrete-valued sequence \( x[n] \) of complex-valued symbols having average energy \( E \) per symbol over such channels at a prescribed rate of \( R \) complex symbols per second. From traditional Nyquist sampling theory, we know that such rates can be achieved over a passband channel having a bandwidth of at least \( W_0 = R \) Hz, corresponding to a spectral efficiency of at most 1 (complex) symbol/s/Hz [4]. In practice, at least a small amount of excess bandwidth is generally required to facilitate timing recovery. However, when available, larger amounts of excess bandwidth can also be used to dramatically improve performance of wireless systems in particular, as we will discuss.

---

6 When a direct propagation path is also included, a Ricean model [1] is more appropriate.

7 We use the operator \(^*\) to denote convolution, and the superscript \(^*\) to denote complex conjugation.
1.2 **Transmission without Diversity**

To illustrate the impact of fading on system performance before exploiting diversity, we consider a representative uncoded system in which a stream of quadrature phase-shift keying (QPSK) symbols \( x[n] \) is transmitted over a nonselective fading channel (1.6). A typical signal set for these systems would be of the form

\[
x[n] \in \{ +\sqrt{E}, -\sqrt{E}, +j\sqrt{E}, -j\sqrt{E} \}.
\]

First, note that the signal-to-noise ratio (SNR) associated with the channel takes the form

\[
a = \frac{E|a|^2}{N_0 W_0}.
\]  

(1.8)

For a particular realization (i.e., fixed \( a \)), the channel is Gaussian and the associated QPSK bit-error rate is given by

\[
P_a = Q(\sqrt{a}),
\]

(1.9)

where

\[
Q(v) = \frac{1}{\sqrt{2\pi}} \int_v^\infty e^{-t^2/2} dt.
\]

(1.10)

Thus, the bit-error rate achieved depends strongly on the channel gain \( a \). If the fading is sufficiently severe that \( a \) drops below some minimum SNR level necessary for adequate performance, then the system is said to experience an "outage."\(^8\) Since with a complex-valued Gaussian amplitude the SNR (1.8) is an exponentially distributed random variable with mean

\[
\frac{1}{\zeta_0} \triangleq E[a] = \frac{\sigma_a^2 E}{N_0 W_0},
\]

(1.11)

then for a given threshold the outage probability can be readily calculated as the integral under the tail of the exponential density. This outage probability characterizes, in an appropriate sense, worst-case performance on the fading channel.

Average performance on the fading channel is also of interest in practice. Taking the expectation of (1.9) with respect to the exponential density for \( a \) yields an average bit-error rate of

\[
P = \frac{1}{2} \left( 1 - \frac{1}{\sqrt{2\zeta_0} + 1} \right),
\]

(1.12)

\(^8\)This threshold effect is often pronounced for coded systems as error-correcting codes typically exhibit rapid performance degradation when SNR falls below a prescribed level.
with $\zeta_0$ as given by (1.11). By contrast, a Gaussian channel with a deterministic gain $\bar{a}$ that is the root-mean-square (RMS) value of $a$ in the fading channel, i.e.,

$$\bar{a} = \sqrt{\mathbb{E}[|a|^2]}$$

has the same average SNR as the fading channel but supports a dramatically better average bit-error rate of

$$P_0 = O\left(\sqrt{\mathbb{E}[a]}\right) = O\left(1/\sqrt{\zeta_0}\right).$$

(1.13)

These two bit-error rate curves are depicted in Figure 1.5, where we see that to achieve a modest bit-error rate of $10^{-3}$, in excess of 15 dB more transmission power is required on the fading channel than on the corresponding Gaussian channel. At lower error rates, the differences are even more striking and arise because at high SNR (low $\zeta_0$), (1.12) decays only as the reciprocal of SNR, i.e.,

$$P \sim \zeta_0.$$

(1.14)

![Figure 1.5 Bit-error rate behavior for QPSK transmission. The top curve corresponds to the performance on the Rayleigh fading channel, and the bottom corresponds to the performance on a Gaussian channel with the same average SNR.](image-url)
while (1.13) decays exponentially with SNR, i.e.,
\[ P_0 \sim \sqrt{2}\pi e^{-1/(2\gamma_0)}. \] (1.15)

With these observations in mind, the goal of diversity is to improve both the worst-case and average performance of systems operating in the presence of fading. Ultimately, the performance of the corresponding Gaussian channel discussed above provides a useful performance benchmark for various linear diversity strategies. For example, as we will see first, the Gaussian channel performance can be approached arbitrarily closely through the use of spectral diversity.

### 1.3 Spectral Diversity

Spectral diversity is obtained by means of a spread-spectrum system, which exploits a bandwidth significantly greater than the \( \mathcal{W}_0 \) Hz that would otherwise be required for transmission of the symbol stream \( x[n] \) at rate \( \mathcal{R} = \mathcal{W}_0 \) symbols/s. The most effective spectral diversity is obtained by making use of the excess bandwidth through an appropriately designed error-correction code. However, we restrict our attention to linear methods for generating and exploiting spectral diversity, a class of which are the simple spread-spectrum systems that take the form depicted in Figure 1.6 and which effectively correspond to a repetition coding strategy. As this figure reflects, the symbol stream \( x[n] \) is upsampled by an integer factor \( \rho \), the result of which is processed by a linear time-invariant (LTI) filter (the code) whose unit-sample response \( h[n] \) has unit energy, i.e.,

\[ \sum_n |h[n]|^2 = 1, \]

yielding

\[ y[n] = \sum_k x[k]h[n - k\rho]. \] (1.16)

\(^9\)Upsampling by a factor \( \rho \) involves inserting \( \rho - 1 \) zeros between each of the symbols, i.e., if \( z[n] \) denotes the output of a rate-\( \rho \) upsampler with input \( x[n] \), then

\[ z[n] = \begin{cases} x[n/\rho] & n = \ldots, -\rho, 0, \rho, 2\rho, \ldots \\ 0 & \text{otherwise}. \end{cases} \]

As a result, the average power in \( z[n] \) is reduced from that in \( x[n] \) by a factor of \( \rho \). This reduction ensures that SNR degrades in the proper manner with bandwidth expansion due to increased noise at the front end of the receiver. As we will see, this noise enhancement is more than compensated for by the diversity benefit inherent in the bandwidth expansion.
The samples constituting \( y[n] \) are referred to as "chips," and thus for each symbol in the original stream, \( \rho \) chips are generated in the new stream.

When the chips \( y[n] \) are pulse-amplitude modulated at the correspondingly higher rate \( \rho R = \rho W_0 \) (the chip rate), the symbols \( x[n] \) continue to be transmitted at rate \( R = W_0 \) (the symbol rate), but now using a bandwidth of \( \rho W_0 \). Thus, the spectral efficiency is reduced to \( \rho^{-1} \) symbols/s/Hz.

The detailed characteristics of the transmitted spectrum—and how much spectral diversity can be ultimately be exploited—are controlled by the choice of \( h[n] \) or, equivalently, its frequency response

\[
H(\omega) = \sum_{n} h[n] e^{-j\omega n}.
\]

In particular, as will become apparent, \( H(\omega) \) should be broadband, with its energy spread as uniformly as possible in frequency.

The associated whitened matched filter for this system when used in conjunction with the frequency-selective fading channel of Figure 1.3 takes the following form: with

\[
\tilde{a}[n] = h[n] * a[n]
\]

denoting the equivalent channel, the received signal \( r[n] \) is first processed with a matched filter, whose unit-sample response is \( \tilde{a}^*[n] \), and downsampled by a factor of \( \rho \). This first stage of processing, which takes place at the chip rate, is referred to as a RAKE receiver, after Price and Green [5]. The second stage of processing takes place at the symbol rate and performs the whitening. In particular, the output of the RAKE receiver is further processed by an anticausal system with frequency response \( 1/G^*(\omega) \), where \( G(\omega) \) is the minimum-phase spectral factor of the associated folded spectrum

\[
S_{\tilde{a}}(\omega) = \frac{1}{\rho} \sum_{l=0}^{\rho-1} \left| H\left( \frac{\omega + 2\pi l}{\rho} \right) \right|^2 \left| A\left( \frac{\omega + 2\pi l}{\rho} \right) \right|^2,
\]

i.e.,

\[
G(\omega)G^*(\omega) = S_{\tilde{a}}(\omega).
\]
The result \( \hat{x}[n] \) is then related to \( x[n] \) according to

\[
\hat{x}[n] = g[n] * x[n] + v[n],
\]

where \( g[n] \) is the causal unit-sample response of the system with frequency response \( G(\omega) \), and the noise \( v[n] \) is white with the same variance as \( w[n] \). It can be shown, as in the continuous-time case [4], that the collection of output samples \( \hat{x}[n] \) of this whitened matched filter, which is depicted in Figure 1.7, is a sufficient statistic for making decisions about \( x[n] \).

The whitened matched filter, as well as the subsequent processing, often simplify in practice. For example, when \( h[n] \) is the unit-sample response of an allpass filter [6], i.e.,

\[
|H(\omega)|^2 = 1, \quad \text{whence} \quad h[n] * h^*[n] = \delta[n],
\]

and when the coherence bandwidth \( \theta_a \) of the channel is such that \( a[n] \) has a delay spread (effective length) \( L \) satisfying\(^{10}\)

\[
L = \rho \mathcal{W}_0 / \theta_a \leq \rho,
\]

then

\[
S_a(\omega) = \sum_{k=0}^{L-1} |a[k]|^2 \leq \mu^2.
\]

Thus, the whitening filter becomes a simple normalizing gain \( 1/\mu \), and the equivalent channel is a simple additive white Gaussian noise channel that is free of intersymbol interference (ISI), i.e.,

\[
\hat{x}[n] = \mu x[n] + v[n],
\]

where, as before, \( \text{var} v[n] = \text{var} w[n] = \mathcal{N}_0 \mathcal{W}_0 \). Thus, simple symbol-by-symbol detection will suffice in recovering the original stream.

To evaluate the diversity benefit obtained through this spread-spectrum strategy, we first note that under Rayleigh fading with uncorrelated scattering, the \( a[n] \) are independent, identically distributed zero-mean Gaussian random vari-

\(^{10}\)The coherence bandwidth of the channel is a measure of how far apart two frequencies have to be in order to experience effectively independent fades, so \( L \) is a measure of the number of available degrees of spectral diversity.
ables. Furthermore, consistent with (1.7b), the frequency-dependent SNR in the original channel, i.e.,

$$\alpha(\omega) = \frac{\mathcal{E}|A(\omega)|^2}{N_0\mathcal{W}_0}$$

(1.22)

has mean

$$\frac{1}{\xi_0} \triangleq \mathbb{E}[\alpha] = \frac{\sigma_a^2\mathcal{E}}{N_0\mathcal{W}_0}$$

(1.23)

and the same variance. By contrast, the SNR in the equivalent channel (1.21), i.e.,

$$\gamma = \frac{\mathcal{E}\mu^2}{N_0\mathcal{W}_0}$$

(1.24)

is an \(L\)th-order Erlang random variable with the same mean but reduced variance; specifically, using (1.20),

$$\mathbb{E}[\gamma] = \frac{1}{\xi_0}$$

(1.25)

$$\operatorname{var} \gamma = \frac{1}{L\xi_0^2}.$$  

(1.26)

This reduction in variance has a substantial impact on average bit-error-rate performance. For example, for a QPSK symbol stream \(x[n]\), the bit-error probability is [1]

$$\mathcal{P} = \frac{1}{2} \left[ 1 - \frac{1}{\sqrt{2\xi_0L} + 1} \sum_{k=0}^{L-1} \binom{2k}{k} \left( \frac{\xi_0L}{2(2\xi_0L + 1)} \right)^k \right],$$

(1.27)

where \(\xi_0\) is as defined in (1.23). At high SNR, (1.27) has the asymptotic form

$$\mathcal{P} \sim \xi_0^L.$$  

(1.28)

As we would expect, (1.27) and (1.28) specialize to (1.12) and (1.14), respectively, when there is no spectral diversity. More significantly, in the limit of infinite spectral diversity \((L \to \infty)\), (1.27) and (1.28) approach the equivalent Gaussian channel performance (1.13) and (1.15), respectively, i.e.,

$$\lim_{L \to \infty} \mathcal{P} = Q\left(1/\sqrt{\xi_0}\right).$$

(1.29)

This result can be obtained by exploiting the fact that \(\mu^2 \to \sigma_a^2\) as \(L \to \infty\), using the (strong) law of large numbers. Figure 1.8 depicts the bit-error rates (1.27) as a function of SNR for different numbers of degrees of spectral diversity (and, therefore, different amounts of bandwidth expansion).
We conclude this section with some remarks on the design of the filter $h[n]$ and on the implementation of the system. First, consistent with the preceding analysis, selecting $h[n]$ to be the unit-sample response of an allpass system allows the maximum number of degrees of spectral diversity to be exploited. From this perspective, even the simple choice $h[n] = \delta[n]$ is sufficient and allows the individual multipath components to be directly resolved. In practice, this choice is typically not used, primarily because the associated transmitted signal $y[n]$ has a large peak-power requirement, which is often undesirable from the perspective of transmitter amplifier design.\textsuperscript{11} As a result, to achieve more uniform power characteristics, $h[n]$ is more

\textsuperscript{11}This choice can also be undesirable when there are transmission security considerations.
typically chosen to be a binary-valued sequence \((h[n]) \in \{\pm 1/\sqrt{\rho}\}\) of length \(\rho\). With this constraint, (1.18) cannot be satisfied exactly but can be approximated by appropriate design of the binary taps of \(h[n]\). A variety of pseudorandom shift-register sequences have proven popular for this purpose—see, e.g., [7, 8] and the references therein.

When \(h[n]\) and the length \(L\) of \(a[n]\) satisfy—at least approximately—the conditions (1.18) and (1.19), respectively, the RAKE receiver is often most easily implemented in the manner reflected in Figure 1.7. First, the received sequence \(r[n]\) is correlated with \(h[n]\), which is implemented by filtering with \(h^*[−n]\). Exploiting (1.18), we see that this operation eliminates the effect of \(h[n]\) at the transmitter without affecting the noise statistics. As a result, from the point of view of subsequent processing, it is as if the filter \(h[n] = \delta[n]\) were used to implement the spread-spectrum system. In particular, provided that the bandwidth expansion factor \(\rho\) is chosen so that there is no ISI after this correlation operation, then symbol-by-symbol decisions can be made after subsequent processing in the form of matched filtering and downsampling, where the filter is matched to the channel and therefore has unit-sample response \(a^*[−n]\).

It is also important to note that the choice of \(h[n]\) also determines the spectral characteristics of the transmitted signal, which is an important consideration in system design for both public and secure communication. From this perspective it is useful to recognize that the allpass condition (1.18) also ensures that if the original symbols \(x[n]\) are uncorrelated, then the transmit spectrum will be white, i.e., \(S_x(\omega)\) will be constant.

Structure in the code \(h[n]\) can also facilitate implementation. For example, when \(h[n]\) is of length \(\rho\) and binary-valued, i.e., \(h[n] \propto \pm 1\), then the spread-spectrum modulation with a binary phase-shift keying (BPSK) symbol stream, i.e., \(x[n] \propto \pm 1\), can be implemented very efficiently with high-speed digital logic circuitry. In particular, a sequence is created in which each symbol in the original stream \(x[n]\) is replicated \(\rho\) times in succession, and the result is bitwise exclusive-or'd with a periodically replicated version of the length-\(\rho\) sequence to generate the transmission \(y[n]\). Most practical implementations of direct-sequence spread-spectrum employ this approach.\(^{12}\)

A final comment: the general spread-spectrum approach described in this section extends readily to multiuser systems, either as time-division or code-division multiple access systems. In such systems, many users share the total expanded bandwidth. The transmissions of the users are distinguished from one another by assigning different filters \(h[n]\) to the different users; these filters serve as distinct

\(^{12}\)In practice, this exclusive-or process is often used with a periodically replicated binary code sequence having length greater than \(\rho\). The resulting modulation effectively corresponds to using different codes for successive symbols. While this generalization does not allow any additional diversity benefit to be realized, it sometimes has implementational and other advantages.
"signatures" for each of the users. A framework for such systems is explored later in the context of Section 1.5.

1.4 Temporal Diversity

In systems where the transmitters, receivers, and/or reflectors are in motion so that time-varying multipath propagation is experienced, temporal diversity can be exploited either as an alternative to, or in conjunction with, spectral diversity. This section discusses natural techniques for exploiting temporal diversity in such scenarios. Our focus in this section is on single-user scenarios; multiuser extensions are subsequently developed in Section 1.5. We first consider temporal diversity methods that are bandwidth-preserving and then turn our attention to extensions that involve bandwidth expansion.

In general, to obtain the benefits of temporal diversity, the transmission of each symbol is effectively spread in time, thus avoiding an entire symbol encountering a deep fade. Indeed, since SNR in a time-selective fading channel fluctuates from time sample to time sample, we can improve at least worst-case performance (outage probability) in the transmission of individual symbols by appropriately spreading the transmission of each symbol over a large number of time samples. As we will see, this generally also leads to an improvement in average performance.

In practice, such spreading can be accomplished in a variety of ways such as through the generation of memory in the transmitted stream by applying error-correction coding to the original symbols. Moreover, if necessary, this spreading can be accomplished without bandwidth expansion through the use of coded modulation [9]. When used on fading channels, coding is generally combined with interleaving, the purpose of which is to scramble the coded data stream so that symbols within a codeword experience effectively independent fading. This strategy reduces the coding complexity required to achieve a given level of fidelity, allowing shorter lengths in the case of block codes, or fewer states in the case of convolutional codes. However, although such codes can be used to approach capacity, they can be impractical in attempts to exploit large numbers of degrees of time diversity because such nonlinear methods often require high computational complexity at the receiver for decoding in such regimes.

A computationally efficient alternative for obtaining a temporal diversity benefit is to use linear processing in the form of what is referred to as spread-response precoding [10] (see also [11]). This strategy requires signal processing algorithms at the transmitter and receiver whose complexity grows linearly with the number of degrees of diversity being exploited.
1.4.1 Spread-Response Precoding

A typical system employing spread-response precoding is depicted in Figure 1.9. In the transmitter of this system, the symbol stream $x[n]$ is transformed into a precoded symbol stream $y[n]$. At the receiver, the data $r[n]$ is first processed by an equalizer to produce $\hat{y}[n]$, then by a postcoder to produce $\hat{x}[n]$, from which decisions about the original symbols $x[n]$ are made. In general, the linear precoding (and postcoding) may be either time-invariant or periodically time-varying. The time-invariant case is conceptually somewhat simpler and is discussed first, but the periodically time-varying pre- and postcoders we discuss later have important advantages for implementations in practice.

In the LTI case, the spread-response precoding filter that constitutes the transmitter portion of the system of Figure 1.9 is characterized by its (possibly complex-valued) unit-sample response, which we denote by $h[n]$. With this notation, the transmitted sequence is

$$y[n] = x[n] * h[n] = \sum_k x[k] h[n - k].$$

(1.30)

We now focus on the design of $h[n]$, which can also be viewed as a discrete-time pulse shape, so as to achieve the desired symbol spreading.

For this application, it is natural to require $h[n]$ to be the unit-sample response of an (at least approximately) allpass filter, which as we recall satisfies the condition (1.18). The condition (1.18) implies that allpass filters are lossless systems, producing outputs $y[n]$ that are orthogonal (i.e., distance- and energy-preserving) transformations on their inputs $x[n]$. Such transformations have a number of key properties; as just one example, (1.18) implies that $x[n]$ can be conveniently and stably recomputed from $y[n]$ via

$$x[n] = y[n] * h^*[n] = \sum_k y[k] h^*[k - n].$$

(1.31)

From a practical standpoint, it is generally necessary to restrict our attention to finite impulse response (FIR) precoders. However, the only lossless FIR filters are the shifted unit-samples, i.e., $h[n] = \delta[n - n_0]$ for arbitrary $n_0$. Nevertheless, many infinite impulse response (IIR) lossless filters have sufficiently localized temporal support that they can be truncated without significantly altering their characteristics. More generally, a wide variety of FIR filters closely approximate the
losslessness (allpass) condition (1.18), where a suitable measure of loss is based on
the energy in the approximation error, as developed in [10]. More importantly, we
will see that perfect losslessness can be achieved with FIR systems when we relax
the strict time-invariance constraint and allow periodically time-varying filters.

Among FIR precoders that meet or approximate the losslessness condition
(1.18), those of interest have the energy in their unit-sample response spread or dis-
persed as uniformly as possible over the filter length, so that the energy allocated
to each symbol in the stream is spread most efficiently in time. As discussed in [10],
a variety of useful measures of the spreading or dispersion capabilities of a pre-
coder can be developed; for real-valued FIR systems, maximum spreading occurs
when the associated impulse response \( h[n] \) is binary-valued, i.e., \( h[n] = \pm N^{-1/2} \),
where \( N \) is the filter length. In this case, the length \( N \) of the precoder impulse
response determines the number of degrees of temporal diversity \( L \) that can be
exploited. In particular, \( L \) is determined by the length of the precoding filter rela-
tive to the coherence time (in samples) \( \tau_a \) of the fading; specifically,

\[
L = N/\tau_a.
\]  
(1.32)

The transmission characteristics of spread-response precoding are straight-
forward to develop. First, with lossless precoding, the transmitted stream \( y[n] \) has
the same power spectrum as the original coded data \( x[n] \), i.e.,

\[
S_y(\omega) = S_x(\omega).
\]

Hence, when \( x[n] \) is a sequence of independent symbols, each with energy \( \mathcal{E} \), then
\( y[n] \) is a complex-valued, wide-sense stationary white sequence with variance \( \mathcal{E} \).
Moreover, with sufficient spreading (large \( N \)), the transmitted samples \( y[n] \) have
each an effectively Gaussian distribution regardless of the symbol constellation
associated with \( x[n] \)—this is suggested by a Central Limit Theorem argument since
via (1.30) each \( y[n] \) is the balanced sum of a large number of independent random
variables.\(^{13}\) The associated peak-to-average power characteristics and receiver
synchronization requirements are therefore different from some conventional
wireless systems and require correspondingly different implementations.

The temporal diversity inherent in spread-response precoding transmissions
can be exploited via an appropriately designed equalizer and postcoder, as illus-
trated in Figure 1.9. Consistent with the emphasis in the chapter, we focus on lin-
ear receiver structures. It is important to remark, however, that nonlinear receivers
can be designed to extract even more substantial diversity benefits than the linear
receivers described here. For example, maximum likelihood sequence detection
can be implemented with the Viterbi algorithm, although this is generally imprac-

\(^{13}\)It is worth emphasizing however, that \( y[n] \) is not, even asymptotically, a Gaussian process
unless the independent symbols constituting \( x[n] \) are Gaussian.
tical when the number of degrees of temporal diversity is large. Potentially more practical nonlinear receivers exploit the efficient iterated-decision algorithms described in [12, 35] and [13].

When we use a linear time-varying equalizer with kernel \( b[n; k] \) to compensate for the fading, the equalized stream takes the form

\[
\hat{y}[n] = \sum_k b[n; k] r[n - k].
\]

Typically, the kernel \( b[n; k] \), or equivalently, its time-varying frequency response

\[
B(\omega; n) = \sum_k b[n; k] e^{-j\omega k}
\]

is chosen based on the specific fading channel coefficients \( a[n; k] \) and the noise statistics.

In turn, the postcoder inverts the transformation of input symbols that takes place during precoding and is simply a linear filter whose unit-sample response is [cf. (1.31)] a time-reversed version of the lossless precoding filter \( h[n] \), i.e.,

\[
\hat{x}[n] = h^*[n - n] * \hat{y}[n] = \sum_k \hat{y}[k] h^*[k - n].
\]  

(1.33)

A natural equalizer choice for such systems arises from a useful second-order characterization for the equivalent channel consisting of the fading channel together with precoding, equalization, and postcoding. As developed in [10], provided that the physical channel is sufficiently ergodic and that the lossless precoder effects spreading that is large compared to the coherence time, the equivalent channel can be well modeled as a simple additive white noise channel that is free of fading when any of a broad class of equalizers is used. Specifically, for a white input stream \( x[n] \),

\[
\hat{x}[n] \approx \mu x[n] + v[n],
\]  

(1.34)

where \( \mu \) is a nonrandom gain and \( v[n] \) is an additive distortion that is uncorrelated with \( x[n] \). Moreover, the quality of the approximation in (1.34) improves with the number of degrees of temporal diversity involved and is asymptotically exact. As (1.34) implies, when used in conjunction with a linear equalizer and postcoder, spread-response precoding transforms the effects of fading into a comparatively more benign form of additive white interference that is uncorrelated with the symbol stream. This behavior allows each symbol in the original stream \( x[n] \) to effectively experience the average characteristics of the fading channel during transmission.

It is important to emphasize that this equivalent channel has some characteristics that distinguish it from the usual additive white noise channel. In particular, the equivalent distortion \( v[n] \) in (1.34) can be expressed as the sum of two
uncorrelated components, one due to the receiver noise and one due to the ISI induced by fading, i.e.,
\[ v[n] = v_{\text{NOISE}}[n] + v_{\text{ISI}}[n]. \]  \hspace{1cm} (1.35)

Thus, because the ISI term has the property that its variance is proportional to the transmitted power, the overall "equivalent noise" power in the equivalent model has a dependence on symbol energy. Ultimately, this property is taken into account in designing a suitable equalizer for this system.

The gain \( \mu \) in (1.34) as well as the variances \( \sigma^2_{\text{NOISE}} \) and \( \sigma^2_{\text{ISI}} \) of the components of (1.35) all depend on the choice of equalizer kernel \( b[n; k] \). Remarkably, when the equalizer is selected so as to maximize the associated signal-to-interference+noise ratio (SINR)
\[ \gamma = \frac{|\mu|^2}{\sigma^2_{\text{NOISE}} + \sigma^2_{\text{ISI}}}, \]  \hspace{1cm} (1.36)
a minimum mean-square error (MMSE) type equalizer is obtained \cite{10}. In particular, for sufficiently slowly varying channels, the optimum equalizer has time-varying frequency response
\[ B(\omega; n) \approx \frac{A^*(\omega; n)}{1 + a(\omega; n)}, \]  \hspace{1cm} (1.37a)
where
\[ a(\omega; n) = \frac{E|A(\omega; n)|^2}{N_0\mathcal{W}_0} \]  \hspace{1cm} (1.37b)
denotes the SNR at time \( n \) and frequency \( \omega \) in the original channel. When the arbitrary scale factor is appropriately chosen for this equalizer, the resulting \( \hat{x}[n] \) is an MMSE linear estimate of \( x[n] \).

For frequency-nonselective channels of the form (1.5), this equalization process specializes to
\[ \hat{y}[n] = b[n]r[n], \]
where
\[ b[n] \approx \frac{a^*[n]}{1 + a[n]}, \]  \hspace{1cm} (1.38a)
with
\[ a[n] = \frac{E|a[n]|^2}{N_0\mathcal{W}_0} \]  \hspace{1cm} (1.38b)

analogously denoting the SNR at time \( n \) in the original channel.
In both frequency-selective and frequency-nonselective cases, the associated receivers can be implemented via computationally efficient recursive linear filtering by recognizing the MMSE property of the equalizer and exploiting a state-space description of the received data. Algorithms of this type are developed in [14, 35], and more generally, this state-space framework also leads to equalizers that can be used even with rapidly time-varying channels; these issues are discussed more generally in Chapter 3.

With the optimized equalizer (1.37) (or (1.38) when applicable), the resulting SINR (1.36) takes the form [10]

$$\gamma = \frac{1}{E\left[\frac{1}{\alpha(\omega; n)} + 1\right]} - 1 = \frac{1}{\zeta_0 e^{\nu_0} E_1(\zeta_0)} - 1,$$

(1.39)

with

$$\frac{1}{\zeta_0} \triangleq E[\alpha(\omega; n)] = \frac{\sigma_0^2 \mathcal{E}}{N_0 W_0},$$

(1.40)

denoting the mean SNR in the original channel, and $E_1(\cdot)$ denoting the exponential integral, i.e.,

$$E_1(\nu) = \int_{\nu}^{\infty} e^{-t} \frac{dt}{t}.$$  

(1.41)

As a result, in this regime where the effective number of degrees of temporal diversity is high, the associated QPSK bit-error rate is well approximated by

$$P = Q\left(\sqrt{\gamma}\right).$$

(1.42)

At high SNR ($\zeta_0 \ll 1$), the associated SINR takes the form

$$\gamma \sim \frac{1/\zeta_0}{\ln(1/\zeta_0)},$$

(1.43)

which, when combined with a corresponding $Q$-function approximation, leads in turn to an associated bit-error probability of the form

$$P \sim \sqrt{\ln(1/\zeta_0) \over 1/\zeta_0} \exp\left(-{1/2 \over \ln(1/\zeta_0)} \left(1/\zeta_0\right)\right).$$

(1.44)

The asymptotic bit-error probability (1.42) bounds the performance obtained in practice with FIR precoders that exploit finitely many degrees (L) of temporal diversity. This can be seen in Figure 1.10, where achievable QPSK bit-error rate is plotted as a function of the average received SNR per bit $\mathcal{E}_0^2/(2N_0 W_0)$ as the
number of degrees of temporal diversity being exploited is varied. In the simulations, optimized periodically time-varying lossless precoders were used; their detailed construction arises naturally in the context of Section 1.5, where multiuser generalizations of spread-response precoding are developed.

As Figure 1.10 reflects, there are diminishing returns as \( L \) becomes large. In particular, for a given target bit-error rate, there is corresponding value of \( L \) that is adequate for capturing most of the diversity benefit that can be attained. In turn, this choice of \( L \) effectively bounds the delay that is needed to exact this maximum possible diversity benefit. As the curves reflect, this value of \( L \) (and associated delay) are inversely related to the target bit-error rate.
1.4.2 Incorporating Bandwidth Expansion

Infinite temporal diversity in the form of spread-response precoding without bandwidth expansion cannot achieve the performance of the equivalent Gaussian channel, as is apparent from a comparison of (1.15) and (1.44). Equivalently, comparing Figures 1.8 and 1.10, we see that among linear strategies, large numbers of degrees of spectral diversity have a more substantial impact on performance than do the corresponding number of degrees of temporal diversity. From this we conclude that using large bandwidths leads to improvements that generally cannot be achieved with arbitrarily large delays on jointly time- and frequency-selective channels (when restricting attention to linear processing). However, it is possible to close the gap between the infinite temporal diversity performance and the infinite spectral diversity performance by combining spread-response precoding with bandwidth expansion. And it is important to emphasize that this potential exists even when the underlying channel is frequency-nonselective so that no spectral diversity is to be gained.\textsuperscript{14}

To incorporate bandwidth expansion into the spread-response precoding system, it suffices to upsample the symbol stream $x[n]$ by an (integer) bandwidth expansion factor of $\rho$ prior to precoding, downsample the output of the postcoder by the same factor, and replace the equalizer (1.37a) with

$$B(\omega; n) \approx \frac{A'(\omega; n)}{1 + \alpha(\omega; n)/\rho},$$

where $\alpha(\omega; n)$ is still given by (1.37b).

Exploiting the analysis developed in [3], we can determine the additional diversity benefit of bandwidth expansion when the number of degrees of temporal diversity is large. In particular, the corresponding optimized SINR is

$$\gamma = \rho \left[ \left( E \left[ \frac{1}{1 + \alpha(\omega; n)/\rho} \right] \right)^{-1} - 1 \right] = \rho \left[ \frac{1}{1 + \rho \xi_0 \rho \xi_0} - 1 \right],$$

which is larger than (1.39) for $\rho > 1$ at every $\xi_0$, and reflects a reduction in ISI effects. With $\xi_0$ fixed, it is straightforward to verify that by choosing $L$ to be sufficiently large, the performance gap to the infinite spectral diversity case can be made arbitrarily small. Indeed, a large $\rho$ approximation to (1.45) yields $\gamma \to 1/\xi_0$ as

\textsuperscript{14}As an aside, it is straightforward to verify that one simple way to achieve the infinite spectral diversity performance on an infinite-bandwidth, frequency-nonselective fading channel is to use a simple symbol-repetition strategy. Using $L$ repetitions while preserving the original symbol rate gives this result for large $L$, assuming sufficient symbol interleaving is used.
\( \rho \to \infty \), and hence \( Q\left(\sqrt{\gamma}\right) \) approaches (1.29). Also, for a fixed \( \rho \) and high SNR \( (1/\varsigma_0 \gg \rho) \), (1.45) takes the form [cf. (1.43)]

\[
\gamma \approx \rho \left[ \frac{1/(\rho \varsigma_0^z)}{\ln(1/(\rho \varsigma_0^z))} \right].
\]

(1.46)

These features are apparent in Figure 1.11, where QPSK bit-error rate is plotted as a function of SNR for several different values of \( \rho \), again assuming the maximum possible temporal diversity benefit has been obtained.

---

**Figure 1.11** QPSK bit-error probabilities on the Rayleigh fading channel when spread-spectrum precoding with a large number of degrees of temporal diversity is combined with bandwidth expansion. The top curve corresponds to the performance without bandwidth expansion (\( \rho = 1 \)), and the bottom curve indicates the performance bound corresponding to the infinite bandwidth expansion (\( \rho \to \infty \)). The successively lower curves in between represent the performance corresponding to bandwidth expansion factors of \( \rho = 2, 4, 8, 16, 32, 64, \) and 128, respectively.
1.4.3 Coherence-Time Scaling

We conclude this section with a brief discussion of how spread-response precoding system performance varies with delay and computational complexity.

First, from (1.32) we see that to achieve the performance corresponding to a fixed number of degrees of temporal diversity requires a delay (precoder length) that grows in proportion to the coherence time of the channel. Conversely, given a fixed delay constraint, larger diversity benefits can be achieved on channels with shorter coherence times (i.e., higher vehicle speeds in mobile applications), at least in principle.

The computational requirements of the transmitter and receiver processing in spread-response precoding systems are rather different, however. In particular, efficient implementations of these systems require a constant number of computations per symbol per degree of temporal diversity being exploited, independent of the channel coherence time.

Such implementations arise by observing that when the coherence time in the channel (in samples) is $\tau_\nu$, only samples of the channel response spaced at least $\tau_a$ apart in time are effectively independently faded. As a result, with $J = \lceil \tau_a \rceil$, only every $J$th sample of the precoder unit-sample response need be nonzero, and the number of nonzero coefficients corresponds to the number of degrees of temporal diversity to be exploited. Hence, if $h[n]$ is a prototype precoder of length $L$ designed for memoryless fading ($\tau_a = 1$), then an appropriate precoder for fading channels with a coherence time $\tau_a$ is obtained by simply upsampling $h[n]$ by a factor $\tau_a$, i.e.,

$$h^{(\tau_a)}[n] = \begin{cases} h[n/J] & n = \ldots, -J, 0, J, 2J, \ldots \\ 0 & \text{otherwise.} \end{cases}$$  

1.5 Diversity Methods for Multiuser Systems

Temporal and spectral diversity can also be efficiently exploited in multiuser systems and involve rich generalizations of the methods discussed in Sections 1.3 and 1.4. In this section, we develop such generalizations within a common framework. We begin with a broader discussion of multiuser communication.

Wireless communication systems for coordinating communication among multiple users typically employ a cellular architecture, which we will consider for the purposes of illustration. With such a system, the coverage area is partitioned into contiguous cells, each of which contains a base station and multiple users,
which are referred to as "mobiles." There is no direct ("peer-to-peer") communication between users. Rather, each mobile sends its message directly to the base unit in its cell,\textsuperscript{15} and this local base unit routes the message to the base unit in the cell of the intended recipient. In turn, this remote base unit broadcasts the message within its cell for the receiving mobile to pick up.

Our discussion focuses on the intracell communication involved in such scenarios—both base-to-mobile (referred to as the "forward link") and mobile-to-base (referred to as the "reverse link") transmission. We consider a typical scenario in which forward- and reverse-link communication within each cell takes place on separate (i.e., noninterfering) channels, and some total fixed bandwidth is shared for each of the two links within a cell. In particular, for each link a total of $\rho M \mathcal{W}_0$ is available for the $M$ mobiles, each of which is transmitting or receiving a message at a rate of $\mathcal{W}_0$ symbols/s. Initially, we restrict our attention to the case for which $\rho = 1$, corresponding to the nominal spectral efficiency of 1 symbol/s/Hz.

### 1.5.1 Multiuser Fading Channels

The forward and reverse links have rather different characteristics. For the reverse link, the base unit receives the superposition of uncoordinated and individually faded transmissions from each of the $M$ mobiles in the cell, from which it must extract and separate the individual messages. For the forward link, a particular mobile receives the superposition of $M$ coordinated and identically faded transmissions broadcast by the base, from which it must extract the message for which it is the intended recipient. Nevertheless, the multiuser channel models for both links share a common form. In particular, as depicted in Figure 1.12, in a useful equivalent discrete-time baseband model for the passband communication channel, the received signal $r[n]$ takes the form

$$r[n] = \sum_{m=1}^{M} \sum_{k} a_m[n; k] y_m[n - k] + w[n].$$

\textbf{(1.48)}

In general, the randomly time-varying kernels $a_m[n; k]$ capture the effects of multipath fading due both to fluctuations in the medium and to the relative motions of mobiles in the system, as well as the effects of asynchronism among the mobiles' transmissions in the case of the reverse link. Meanwhile, $w[n]$ captures both

\textsuperscript{15}In more sophisticated cellular systems, base units in adjacent cells also receive and process the message, particularly when the user is near a cell boundary. However, we consider a simplified scenario without such "soft handoff" processing.
receiver noise and any sources of interference not otherwise taken into account, including interference from other cells.

The difference between the models for the forward and reverse links is in the relationships between the channel kernels. For the forward link, the $a_m[n; k]$ are all identical in the model, i.e.,

$$a_1[n; k] = a_2[n; k] = \cdots = a_M[n; k] \triangleq a[n; k].$$

However, for the reverse link, the mobiles are usually sufficiently well separated from one another that they experience independent fading, so the kernels $a_m[n; k]$ for different $m$ are mutually independent. As in the single-user scenarios discussed earlier, we continue to assume in both cases that the receiver is able to obtain reliable estimates of the channel and noise coefficients.

### 1.5.2 Multiple-Access and Multiplexing Formats

We begin with a preliminary discussion of frequency-division, time-division, and code-division transmission formats. On the reverse link, these correspond to what are referred to as multiple-access protocols; on the forward link, they constitute
multiplexing strategies. For convenience, we summarize their salient features in the reverse link context.

There are a variety of ways for a collection of users to share some common available bandwidth in reverse-link transmission. One example is frequency-division multiple-access (FDMA), whereby the total bandwidth is partitioned into subbands, a separate one of which is allocated to each user for transmission of its message. From a diversity perspective, FDMA systems are inefficient because with each mobile using a narrowband sub-channel of the full wideband channel, an important source of potential spectral diversity is sacrificed. Moreover, such systems can be inefficient when the user transmissions are intermittent unless sophisticated dynamic channel reassignment strategies are employed. And intermittency of this type is quite common—in many such systems, there are large numbers of potential users, only a small fraction of whom are actively transmitting at any time.

As one alternative, time-division multiple-access (TDMA) systems partition each signaling interval into a sequence of time slots, one of which is assigned to each user for transmission of the associated segment of its message. In contrast to FDMA systems, the wideband format of TDMA systems means they are able, at least in principle, to obtain a substantial, spectral-diversity benefit. However, TDMA systems face essentially the same channel reassignment challenges as those of FDMA systems in dynamic user environments. Furthermore, TDMA formats do not provide an intrinsic, temporal-diversity benefit, though they are frequently used in conjunction with error-correction coding, which does allow an effective if computationally somewhat expensive temporal diversity benefit to be realized.

More generally, code-division multiple-access (CDMA) protocols can be used, which generalize the spread-spectrum systems discussed in Section 1.3. In a typical direct-sequence CDMA system, for example, each symbol to be transmitted is effectively represented by a finite sequence of $\rho$ chips in the transmission. For example, in a traditional BPSK scheme, a 0-bit is signaled by transmission of a suitably chosen code sequence of length $\rho$, and a 1-bit by transmission of the binary complement of this sequence. When the code sequences for the different users are appropriately chosen, the result is a multiple-access system with the same potential frequency-diversity benefit of TDMA, but where intermittency issues are often more easily handled.

Although we do not develop such approaches in this chapter, it is worth pointing out that a more sophisticated alternative to these modulation formats is to directly apply nonlinear processing in the form of error-correcting coding to each mobile's stream prior to transmission. If this coding is suitably chosen, the individual symbol streams can be separated at a base unit by one of a number of non-
linear decoding algorithms, examples of which are those based on the concept of successive cancellation (stripping) [15, 16].

1.5.3 Orthogonal Multiuser Modulation

Many FDMA, TDMA, and CDMA systems of the type discussed in Section 1.5.2 are naturally viewed as forms of orthogonal multiuser modulation and can be described within a convenient multirate signal processing framework [3, 17].

The multirate system framework for multiuser communication takes the following form. The coded symbol stream of the \( n \)th user, which we denote by \( x_m[n] \), is modulated onto a distinct signature sequence (i.e., discrete-time transmit pulse shape) \( h_m[n] \) to produce \( y_m[n] \), which is transmitted within the total available bandwidth. Figure 1.13 depicts this process, which consists of upsampling \( x_m[n] \) by a factor \( M \), the number of users, followed by linear time-invariant filtering with the signature sequence, i.e.,

\[
y_m[n] = \sum_k x_m[k] h_m[n - kM]. \tag{1.49}
\]

To obtain a useful representation for signature sequences, we first express the signature set as a vector sequence, i.e.,\(^{16}\)

\[
h[n] = [h_1[n] \ h_2[n] \ \cdots \ h_M[n]]^T. \tag{1.50}
\]

The “spread” of a signature set refers to the extent to which the energy in the constituent signatures is temporally dispersed. When each of the component signatures \( h_m[n] \) is of finite length, the signature set is said to have finite spread.

Among such systems, it is natural to restrict our attention to those having the property that in the absence of fading, and with perfect synchronism among users, there is no interference between symbols either within a user’s stream or among users. This restriction is equivalent to requiring that the signature sets satisfy certain orthogonality conditions—specifically, that the signature sequences together

![Figure 1.13](image)

\( x_m[n] \rightarrow M \rightarrow h_m[n] \rightarrow y_m[n] \)

Figure 1.13  Modulation of the \( n \)th user’s coded symbol stream \( x_m[n] \) onto a signature sequence \( h_m[n] \) for transmission.

\(^{16}\) The superscript \(^T\) denotes transposition.
with all translates by integer multiple of $M$ constitute a complete orthonormal set. The associated conditions on $\mathbf{h}[n]$ are:

\[^{17}\]

\[
\sum_k \mathbf{h}[k - nM] \mathbf{h}^H[k - nM] = \delta[n - m] \mathbf{I}
\]

\[
\sum_k \mathbf{h}^H[n - kM] \mathbf{h}[m - kM] = \sum_{k, i} h_i^*[n - kM] h_i[m - kM] = \delta[n - m],
\]

where $\mathbf{I}$ denotes the identity matrix of appropriate size. Orthogonal modulation formats are desirable from a variety of perspectives and simplify receiver design.

For $M \geq 2$, we can infer from multirate filterbank theory \[^{18}\] that a rich collection of signature sets satisfies (1.51), even when we restrict our attention to finite-length signatures. This property can be conveniently seen in the frequency domain. To this end, we express the set of Fourier transforms corresponding to (1.50) in the form

\[
\mathbf{H}(\omega) = \sum_{n=\infty}^{+\infty} \mathbf{h}[n] e^{-j\omega n} \triangleq \begin{bmatrix} H_1(\omega) & H_2(\omega) & \cdots & H_M(\omega) \end{bmatrix}^T.
\]

This representation leads to the so-called polyphase factorization

\[
\mathbf{H}(\omega) = \mathbf{Q}(M\omega) \mathbf{\Delta}(\omega),
\]

where $\mathbf{Q}(\omega)$ is referred to as the polyphase matrix, and $\mathbf{\Delta}(\omega)$ is the Fourier transform of the delay chain of order $M$, i.e.,

\[
\delta[n] = [\delta[n] \ \delta[n - 1] \ \cdots \ \delta[n - M + 1]]^T,
\]

whence

\[
\mathbf{\Delta}(\omega) = [1 \ e^{-j\omega} \ \cdots \ e^{-j\omega(M-1)}]^T.
\]

For a signature set to be orthonormal, it is necessary and sufficient that the associated polyphase matrix be paraunitary—i.e., that it satisfy

\[
\mathbf{Q}(\omega) \mathbf{Q}^\dagger(\omega) = \mathbf{I}
\]

for all $\omega$. From this perspective, choosing a signature set is equivalent to choosing a paraunitary matrix.

Several important special cases are immediately apparent. For example, the polyphase matrix corresponding to TDMA systems is

\[
\mathbf{Q}(\omega) = \mathbf{I},
\]

while that corresponding to (ideal) FDMA systems has $(k, l)$th element

\[
[\mathbf{Q}(\omega)]_{k,l} = e^{j(\omega - 2\pi k)l/M}, \quad 0 \leq \omega \leq \pi.
\]

\(^{17}\)The superscript $\dagger$ denotes the conjugate-transpose operator.
In contrast, for discrete Fourier transform (DFT) based multiplexing, for which the
signatures are complex-valued, \( Q(\omega) \) is the inverse of the DFT matrix, i.e.,
\[
[Q(\omega)]_{k,l} = e^{j2\pi kl/M}.
\] (1.56)

Finally, for direct-sequence CDMA systems that use Hadamard sequences as sig-
natures, the polyphase matrix is
\[
Q(\omega) = \Xi,
\] (1.57)
where \( \Xi \) is the Hadamard matrix of appropriate dimension. Recall that the
Hadamard matrix of dimension \( M \), viz., \( \Xi_{M} \), where \( M \) is a power of two, is defined
recursively: for \( M = 2, 4, ... \),
\[
\Xi_{M} = \frac{1}{\sqrt{2}} \begin{bmatrix} \Xi_{M/2} & \Xi_{M/2} \\ \Xi_{M/2} & -\Xi_{M/2} \end{bmatrix},
\]
where \( \Xi_{1} = 1 \).

The multirate signal processing framework for orthogonal multiuser modu-
lation is also a convenient one for describing several more recently developed
classes of multiple-access and multiplexing formats that inherently provide both
spectral and temporal diversity benefits. We discuss these systems next.

### 1.5.4 Spread-Signature CDMA Systems

In traditional CDMA systems such as those corresponding to (1.57), the signature
sequences \( h_{m}[n] \) used in the modulation (1.49) have a length \( N \) equal to the inter-
symbol period (upsampling rate) \( M \). In this way, the signatures are used in a
nonoverlapping manner for consecutive symbols of any particular user. In this section,
however, we focus on the case in which the signature length \( N \) is significantly
greater than \( M \), so that signatures are used in highly lapped manner. This format is
referred to as “spread-signature CDMA” [3]. Lapped and nonlapped formats are
readily distinguished in the frequency domain: in lapped systems, the polyphase
matrix \( Q(\omega) \) depends explicitly on \( \omega \), while for nonlapped systems, \( Q(\omega) \) is a con-
stant independent of \( \omega \). Moreover, it is worth stressing that even with the use of
extensive overlapping, interference among symbols both within a user’s stream
and from different users can be entirely avoided on ideal channels through impos-
sition of the orthogonality conditions (1.51).

Using longer signature sequence lengths for a given symbol rate has the
advantage of allowing a temporal diversity benefit to be realized in time-selective
fading. Indeed, it is natural to interpret the signature as playing the role of a
spread-response precoder for a particular user. Thus, the spread of a signature
determines the temporal extent over which a symbol is transmitted, which can be
controlled independently of the symbol rate. As in the case of spread-response precoding, the longer this symbol duration, the better the immunity to fades within the symbol interval. Moreover, analogously the best signatures in these applications have their energy spread as uniformly as possible over the length to which they are limited by delay constraints while meeting the orthogonality constraints (1.51). When length-$N$ signature sequences have perfectly uniform energy distribution, i.e., $|h_m[n]| = N^{1/2}$, the corresponding signature sets are said to be “maximally spread” [3]. Orthogonal signature sets of this type that are also real-valued are particularly attractive computationally since they require no multiplications—only additions and sign changes.

A class of real-valued, maximally spread signature sets is developed in [3] for arbitrary large values of $M$ and $N$ and tabulated for several particular values of $M$ and $N$. As an example, for $M = 2$ and $N = 8$, the non-zero taps of $h_0[n]$ and $h_1[n]$ are given in Table 1.1. As discussed in [3], these signature sets are, rather interestingly, closely related to a number of orthogonal systems developed independently in a variety of other fields for wide ranging applications. For example, they are closely related to sequences constructed by Golay [19] [20] and Turyn [21], and later Taki, et. al. [22] and Tseng and Liu [23]. Similar constructions appear in the work of both Shapiro [24] and, later, Rudin [25].

It is important to emphasize that these multirate systems have characteristics that are markedly different from those typically used in traditional signal processing applications: maximally spread signature sets are localized in neither time nor frequency. In fact, the constituent signatures are fully broadband. As an illustration of this, Figure 1.14 depicts the energy density $|H_m(\omega)|^2$ for the signature corresponding to $m = 0$ for the case $M = 2$ and $N = 1024$. It is this spreading in both time and frequency that provides an effective form of combined temporal and spectral diversity for combating fading in wireless systems.

Figure 1.14 also implies that when the users’ symbol streams $x_m[n]$ are white, the corresponding transmitted signals $y_m[n]$ are broadband with power effectively uniformly distributed over the bandwidth. Moreover, as with spread-response precoding systems, regardless of whether the symbol streams $x_m[n]$ are discrete-valued, when these symbols are independent, the transmissions $y_m[n]$ are also mar-

| Table 1.1 | Non-zero taps of the length $N = 8$ maximally spread signature sequences in a two-user ($M = 2$) system |
|---|---|---|---|---|---|---|---|
| $n$ = | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| $\sqrt{8}h_0[n]$ | +1 | +1 | +1 | -1 | +1 | +1 | -1 | +1 |
| $\sqrt{8}h_1[n]$ | +1 | +1 | +1 | -1 | -1 | -1 | +1 | -1 |
originally Gaussian due to the lapped manner in which signatures are used.

Some attractive linear equalization and demodulation methods have been
developed for use with spread-signature CDMA. These generalize the structure
used for spread-response precoding. In particular, a three-stage receiver can be
used to recover the $m$th transmitted message, the front end of which is depicted in
Figure 1.15. First, the received data $r[n]$ is processed by a linear equalizer according to

$$
\hat{y}_m[n] = \sum_k b_m[n; k] r[n - k],
$$

(1.58)

Figure 1.15  Receiver structure for extracting the symbol stream of the $m$th user. The first
stage is equalization, producing $\hat{y}_m[n]$, and the second stage is demodulation, producing
$\hat{x}_m[n]$. A final stage (not shown) is decoding.
where \( b_m[n; k] \) is the kernel of the equalizer. In the second stage, the equalized data is demodulated from the corresponding signature sequence via a discrete-time matched-filter and downsample operation, viz.,

\[
\hat{x}_m[n] = \sum_k \hat{y}_m[k] h_m^*[k - Mn].
\]  

(1.59)

The final stage of the message recovery, which is not depicted in Figure 1.15, consists of decoding the demodulated stream \( \hat{x}_m[n] \) to recover the transmitted symbols. When the symbols are uncoded, a simple slicer can be used at this stage to implement symbol-by-symbol decisions.

As in the case of spread-response precoding, the equivalent system consisting of modulation, propagation, equalization, and demodulation has some appealing asymptotic characteristics that simplify decoding. In particular, if the channel is ergodic and the signature sequences are long relative to the channel coherence time, then for a broad class of equalizers, the original set of coupled fading channels in the multiuser system is effectively transformed into a set of decoupled, simple additive white noise channels. Specifically, when the symbol streams \( x_m[n] \) are white, then

\[
\hat{x}_m[n] \approx \mu x_m[n] + v_m[n],
\]  

(1.60)

where the accuracy of the approximation increases with the signature length. In (1.60), \( \mu \) is a (complex-valued) nonrandom constant, and the \( v_m[n] \) are mutually uncorrelated, zero-mean, quasi-Gaussian white noise sequences that are uncorrelated with the streams \( x_m[n] \). Furthermore, the variance of the noise \( v_m[n] \) takes the form

\[
\text{var} v_m[n] = \sigma_{\text{NOISE}}^2 + \sigma_{\text{ISI}}^2 + \sigma_{\text{MAI}}^2,
\]  

(1.61)

reflecting the fact that the equivalent noise consists of three components. The first component is due to the original noise \( w[n] \) in the system after processing by the equalizer and thus is proportional to the original noise power. The second component is due to ISI in the \( m \)th user's stream induced by the fading process. Finally, the third term is due to multiple-access (i.e., interuser) interference (MAI) resulting from the effects of fading in the channel and asynchronism among users; this term is zero in the forward link scenario. The ISI term is again proportional to the user's transmit power, and the MAI term is proportional to a linear combination of the transmit powers of all the other users. Hence, the overall noise power in the equivalent model again has a dependence on signal power, which distinguishes this channel from the usual additive white noise channel.

It is important to emphasize that in the preceding discussion the \textit{average} transmit powers of the various users are the relevant quantities in computing the equivalent noise power. In particular, the smaller the fraction of time a user is
actively transmitting symbols at some fixed symbol energy, the smaller the corresponding average transmit power. The characteristic that reduced activity levels directly and dynamically translate into SINR enhancement is an extremely attractive feature of not only spread-signature CDMA systems but of CDMA systems more generally.

As in spread-response precoding systems, the particular choice of equalizer determines the overall normalized SINR

\[
\gamma = \frac{|\mu|^2}{\sigma^2_{\text{NOISE}} + \sigma^2_{\text{ISI}} + \sigma^2_{\text{MAI}}}.
\]

(1.62)

For frequency-selective slow fading channels, it has been shown [3] that SINR (1.62) is maximized when the time-variant frequency response of the equalizer is of the MMSE form

\[
B_m(\omega; n) \approx \frac{A_m^*(\omega; n)}{1 + \frac{1}{M} \sum_{k=1}^{M} a_k(\omega; n)},
\]

(1.63a)

where \(a_m(\omega; n)\) denotes the SNR at time \(n\) and frequency \(\omega\) of \(m\)th user in the original channel, i.e.,

\[
a_m(\omega; n) = \frac{\mathcal{E}_m|A_m(\omega; n)|^2}{\mathcal{N}_0\mathcal{V}_0},
\]

(1.63b)

with \(\mathcal{E}_m\) the transmission power associated with this user.

The numerator of (1.63a) is a conventional matched filter (i.e., RAKE receiver), so that the denominator can be viewed as an additional compensation stage that takes into account the special characteristics of the equivalent noise in this context. However, it is worth noting that for reverse-link transmission involving a large number of users, it follows from a law of large numbers argument that the denominator of (1.63a) is effectively constant, in which case the RAKE receiver alone suffices. More generally, when the number of users is not large, an efficient recursive implementation of the equalizer (1.63) can be developed by means of the state-space framework developed in [14]; see Chapter 3.

### 1.5.5 CDMA Performance Characteristics

There are some important differences in the performance characteristics of conventional and spread-signature CDMA systems. In both types of systems, excess bandwidth—i.e., bandwidth beyond what is otherwise needed to support the totality of all users' symbol rates—is generally necessary in practice to achieve
typical target bit-error rates. In general, such excess bandwidth is most efficiently exploited through the use of error-correction coding. However, a common and computationally efficient alternative is to use linear processing. Within the orthogonal multiuser modulation framework linear processing is accommodated by simply changing the upsampling rate in the modulation depicted in Figure 1.13 from $M$ to $M' = \rho M$ where $\rho \geq 1$ denotes the desired bandwidth expansion factor, so that (1.49) becomes

$$y_m[n] = \sum_k x_n[k] h_m[n - \rho k M]. \quad (1.64)$$

The amount of excess bandwidth required to achieve a prescribed level of performance generally differs for the two types of systems. We illustrate the key characteristics in a reverse-link scenario in which power control is employed to ensure that the transmissions from all mobiles are received at the same average power level.

Let us first consider spread-signature systems. Given a bandwidth expansion factor of $\rho$, the optimum equalizer for spread-signature CDMA takes the modified form

$$B(\omega; n) \propto \frac{\Lambda_m^n(\omega; n)}{1 + \frac{1}{\rho M} \sum_{k=1}^M \alpha_k(\omega; n)}, \quad (1.65)$$

where $\alpha_k(\omega; n)$ remains as given by (1.63b). The equivalent SINR associated with each user’s transmission then follows as [3]

$$\gamma = \rho M \left[ \frac{1}{\beta} - 1 \right], \quad (1.66)$$

where

$$\beta = \frac{M - 1}{M} + \frac{(\rho M \zeta_0)^M}{M!} \left[ (-1)^{M+1} e^{\rho M \zeta_0} I_1(\rho M \zeta_0) + \sum_{k=0}^{M-2} (-1)^{M-k} \frac{k!}{(\rho M \zeta_0)^{k+1}} \right], \quad (1.67)$$

with, due to power control,

$$1/\zeta_0 = E[\alpha_m(\omega; n)], \quad \text{all } m. \quad (1.68)$$

When the resulting system is used in conjunction with, for example, an uncoded QPSK symbol stream, the associated symbol error probability is well approximated by $Q(\sqrt{\gamma})$. 
The SINR (1.66) is bounded according to

\[ 0 < \gamma < \rho \frac{M}{M - 1}, \quad (1.69) \]

where the upper bound is attained at high SNR ($\zeta_0 \to 0$). Moreover, when the number of users $M$ is large, (1.66) is well-approximated by

\[ \gamma \approx \frac{1}{\zeta_0 + 1/\rho}, \quad (1.70) \]

which at high SNR yields $\gamma \approx \rho$, consistent with (1.69).

With conventional CDMA systems, the bandwidth requirement as a function of the number of users is significantly different because temporal diversity is not involved. In this scenario, bandwidth expansion serves two functions: it increases the available spectral diversity that can be exploited to improve transmission performance as discussed in Section 1.3, and it reduces the multiple access interference between users. In particular, when we extend the analysis in Section 1.3 to the multiuser case, the noise source is augmented with an interference source. In an $M$ user system with bandwidth expansion $\rho M$, there are $M - 1$ interferers, the power spectral density for the $k$th of which is

\[ \frac{\mathcal{E}_k|A_k(\omega)|^2}{\rho M}. \]

Hence, the power spectrum for total noise and interference experienced by the $m$th user is

\[ \gamma = \frac{\mathcal{E}_m h^2}{\mathcal{N}_0 \mathcal{W}_0 + \sum_{k \neq m} \frac{\mathcal{E}_k|A_k(\omega)|^2}{\rho M}}, \]

which via a law of large numbers can be conveniently approximated as

\[ \gamma \approx \frac{\mathcal{E}_m h^2}{\mathcal{N}_0 \mathcal{W}_0 + (M - 1) \frac{\mathcal{E}_s \sigma_a^2}{\rho M}}, \quad (1.71) \]

Moreover, at high SNR ($\zeta_0 \to 0$), we can further approximate (1.71) via

\[ \gamma \approx \rho \frac{M}{M - 1}. \quad (1.72) \]
Hence, replacing $\zeta_0$ in (1.27) with $1/\gamma$, as defined in (1.71) or (1.72), and appropriately redefining $L$ as
\begin{equation}
L = \rho MW_0 / \theta_u
\end{equation}
we obtain the associated bit-error probability behavior. It is worth pointing out that these results also accurately characterize the performance of spread-signature CDMA systems in time-nonselective fading environments.

The approximation (1.72) and upper bound in (1.69) reflect that the performance of both conventional and spread-signature CDMA systems, respectively, is MAI-limited at high SNR. This behavior is characteristic of many CDMA implementations. When power control is not employed, this behavior can give rise to problematic near-far effects, whereby transmissions from nearby mobiles entirely bury those from more distant ones. However, it is important to emphasize that this is not an inherent limitation of either CDMA systems in general or of spread-signature CDMA systems in particular. Rather, it is a consequence of the specific receiver structure imposed, and these effects can be avoided through the use of even linear receivers provided they are appropriately designed. Indeed, a variety of efficient near-far resistant linear receivers for conventional CDMA systems are discussed in detail in Chapter 2. Related receivers for spread-signature systems have also been developed [14, 35], and have computationally efficient recursive implementations; these are special cases of the state-space algorithms discussed in Chapter 3.\(^\text{18}\)

Nevertheless, even without near-far resistant receivers, reasonable performance can be achieved with sufficient bandwidth expansion. This is illustrated in Figure 1.16, which depicts the excess bandwidth (i.e., reduction in bits/s/Hz/user) that is required to achieve a target error rate in the high SNR regime in uncoded CDMA systems. Note that a bandwidth expansion factor of $\rho$ corresponds to a spectral efficiency of $2\rho^{-1}$ bits/s/Hz/user since QPSK symbol streams are involved. From this figure, we see that for conventional CDMA systems, the per-user excess bandwidth requirements generally decrease with the number of users; as the number of users increases, so does the overall system bandwidth, which allows a substantial spectral diversity benefit to be realized. This benefit more than offsets the corresponding increase in MAI.

On the other hand, for spread-signature CDMA systems, a substantial temporal diversity benefit is obtained independently of total system bandwidth. For these systems, then, the per-user excess bandwidth requirements increase with the number of users in order to mitigate the increasing effects of MAI. When the num-

\(^\text{18}\)Furthermore, with only a modest additional increase in complexity, still better interference rejection can be achieved, at least in principle, in spread-signature CDMA systems through the use of the nonlinear iterated-decision equalizers [12, 35].
Figure 1.16 Excess bandwidth required to achieve target QPSK bit-error rates in an $M$ transmitter multiple-access system with spread-signature CDMA. The successively higher solid curves correspond to bit-error rates of $10^{-2}$, $10^{-4}$, $10^{-6}$, and $10^{-8}$. The corresponding dashed curves describe the performance of a conventional CDMA system, or a spread-signature system used in an environment without time-selective fading.

The number of users is large, corresponding to large system bandwidths, both conventional and spread-signature systems achieve similar efficiencies because maximal use of diversity is made by both systems in this regime. However, when the number of users is smaller, spread-signature systems offer a distinct advantage in providing a more extensive diversity benefit.

It should be pointed out that CDMA systems exhibit dramatically different behavior on the forward link due to the absence of MAI. In fact, forward-link performance is effectively identical to that obtained for the corresponding single-user systems. As such, the forward-link performance of spread-signature CDMA coincides with that of spread-response precoding, as depicted in Figure 1.10 for various degrees of temporal diversity.
1.5.6 Coherence-Time Scaling

As with spread-response precoding systems, the computational complexity required to implement spread-signature CDMA is a function of the number of degrees of temporal diversity to be exploited and is independent of the coherence time characteristics of the channel. In fact, signatures are matched to the coherence-time characteristics of the channel in a similar manner: signatures are obtained by upsampling prototypes so that the non-zero coefficients have a spacing that is on the order of the coherence time. In particular, with memoryless-fading prototype signatures $h_m[n]$, new signatures are derived via

$$h_m^{(r_a)}[n] = \begin{cases} h[n/j] & n = \ldots, -j, 0, j, 2j, \ldots \\ 0 & \text{otherwise.} \end{cases}$$

(1.74)

In this case, however, the upsampling factor $j$ must satisfy certain constraints so as to ensure that the new signatures also meet the orthogonality conditions (1.51). Specifically, $j$ is chosen to be the smallest integer that is at least as large as $r_a$ but is not a multiple of a prime factor of $M$ [3].

1.5.7 Efficient Implementations of Spread-Response Precoding

Spread-signature CDMA can be used to obtain an efficient implementation of the spread-response precoding concept described in Section 1.4.1. To develop this perspective, first note that the particular class of spread-response precoding systems described in Section 1.4.1 corresponds to spread-signature CDMA systems in which $M = 1$. However, some difficulties arise in this special case. In particular, recall that FIR LTI filters cannot be simultaneously lossless (allpass) and spread (length greater than one). Thus, if we wish to restrict our attention to LTI filters for spread-response precoding applications, we are forced to sacrifice perfect losslessness.\(^{19}\) However, if we relax the time-invariance constraint and allow periodically time-varying filters, then both losslessness and maximal spreading can be achieved.

A binary-valued (maximally spread), linear periodically time-varying (LPTV) precoder can be constructed as follows. First, the symbol stream $x[n]$ is transformed into a set of $K$ parallel substreams

$$x_{mn}[n] = x[nK + m]$$

(1.75)

via a serial-to-parallel converter, which can be implemented via the multirate structure shown in Figure 1.17. These subsequences are then treated as $K$ virtual

\(^{19}\)However, some approximately lossless solutions are developed in [10] and [11].
users and multiplexed in the manner used for forward-link transmission with spread-signature CDMA. In particular, these substreams are upsampled, filtered by the appropriate maximally spread signatures described in Section 1.5.4, and combined as depicted in Figure 1.18. The result is a computationally highly efficient (multiply-free) lossless precoder with optimum spread for a given delay constraint.²⁰

²⁰Note that as an LPTV system, this precoder is characterized by \( K \) unit-sample responses: the response to a unit sample \( \delta[n - n_0] \) is \( h_m[n + m - n_0] \), where \( m = n_0 \mod K \).
The interpretation of LPTV precoding involving virtual users is also useful in terms of receiver design. Indeed, the equalization and demodulation process follows immediately from the corresponding receiver for spread-signature CDMA in forward-link transmission, and the postcoder in particular takes the form depicted in Figure 1.19.

This precoding system based on maximally spread signatures for the \( K = 2 \) case was what was used in the simulations of Figure 1.10. Comparisons between the results presented in [10] and [3] reflect that for a given delay constraint, using maximally spread LPTV precoders instead of LTI precoders reduces both the bit-error rate and the required computational complexity.

### 1.6 Spatial Diversity

The final form of diversity we examine in this chapter is spatial diversity in the form of multiple-element antenna arrays. This form of diversity can be used alone or in conjunction with spectral or temporal diversity. Whether such arrays are available at the transmitter or receiver has a major impact on the resulting diversity benefit. To emphasize their differences, we consider the two cases separately, although it is worth keeping in mind that in practice, arrays at both transmitter and receiver can be exploited simultaneously to varying degrees.

Also, to simplify the presentation and to isolate and distinguish the benefits of spatial diversity from those of temporal and spectral diversity, we restrict our attention to time- and frequency-nonselective fading channels where only a spatial diversity benefit can be obtained. However, generalizations of the approaches we discuss can be applied to more general selective fading channels.
As we discuss first, the use of multiple-element antennas at the receiver is fairly easily exploited. In essence, multiple copies of the transmitted stream are received; these copies can be efficiently combined by use of the appropriate spatial matched filter. As the number of antennas increases, the outage probability is driven to zero and the effective channel approaches an infinite-power additive white Gaussian noise channel, which dramatically improves communication even without additional coding. However, receiver antenna diversity can be impractical in a number of applications such as broadcasting or forward-link (base-to-mobile) transmission in cellular systems. In such scenarios, the use of multiple antennas at the transmitter is significantly more attractive.

Transmitter antenna diversity, which we discuss subsequently, is generally less straightforward to exploit, particularly when bandwidth expansion is not feasible and when there is no feedback path to provide the transmitter with knowledge of the channel parameters. To optimally exploit this form of diversity requires the use of suitably designed error-correction coding at each antenna element [26, 27]. As a lower complexity alternative, we will discuss a class of practical and bandwidth-efficient linear techniques that nevertheless yield a substantial improvement in system performance.

### 1.6.1 Receiver Antenna Diversity

For a system with an \( L \)-element receiver antenna array, the associated nonselective fading channel model takes the form depicted in Figure 1.20, where the signal \( r_i[n] \) obtained at the \( l \)th array element takes the form

\[
r_i[n] = a_i x[n] + w_i[n],
\]

with \( x[n] \) denoting the transmitted symbol stream, and with \( w_i[n] \) denoting the receiver noise at that element, which is complex-valued, zero-mean, white, circularly symmetric Gaussian noise of variance \( \mathcal{N}_0 \). Given sufficient physical separation among the constituent elements, the fading coefficients \( a_1, a_2, \ldots, a_{L-1} \) can be modeled as mutually independent with identical variances \( a_i^2 \). It is not difficult to accommodate the case in which the antennas are close enough that the \( a_i \) are correlated, though arrays in this configuration yield a smaller diversity benefit for a given number of array elements. Likewise, we consider a typical scenario in which the receiver noises \( w_i[n] \) can be reasonably modeled in practice as being mutually independent; when these noises are correlated, additional performance enhancement is possible, at least in principle. As in earlier parts of the chapter, we continue to assume that the channel parameters \( a_i \) have been accurately measured at the receiver.
The signals obtained at the different array elements are linearly combined using a weight-and-sum process, i.e.,

\[ \hat{x}[n] = \sum_{l=0}^{L-1} b_l r_l[n] \]  \hspace{1cm} (1.77)

where \( b_l \) are the weights. Substituting (1.76) in (1.77) reveals that the combiner output takes the form

\[ \hat{x}[n] = \mu x[n] + v[n], \]  \hspace{1cm} (1.78)

where the gain \( \mu \) and white noise variance \( \sigma^2 = \text{var} v[n] \) depend on the choice of the weights \( b_l \).

A variety of combining strategies used in practice correspond to different choices for the \( b_l \)'s. For example, with selection combining, the weights take the form [28]

\[ b_l = \begin{cases} 
\frac{a_l^*}{|a_l|} & \text{if } l = \arg \max_k |a_k| \\
0 & \text{otherwise},
\end{cases} \]  \hspace{1cm} (1.79)
corresponding to a receiver that makes use of only the strongest of the received signals $r_j[n]$. However, it is straightforward to show that the SNR at the output of the combiner, i.e.,

$$\gamma = \frac{|\mu|^2}{\sigma^2}$$  \hspace{1cm} (1.80)

is maximized when, in general, all of the received signals are used and are combined by means of weights $b_j$ of the form

$$b_j \propto a^*_j,$$  \hspace{1cm} (1.81)

which corresponds to spatial matched filtering. This processing is referred to as maximal ratio combining [28] and results in an output SNR of

$$\alpha = \frac{\mu^2 \mathcal{E}}{N_0 \mathcal{W}_0}$$  \hspace{1cm} (1.82)

with

$$\mu^2 = \sum_{l=0}^{L-1} |a_l|^2.$$  \hspace{1cm} (1.83)

This output SNR is therefore an $L$th-order Erlang random variable with mean $\frac{L}{\zeta_0}$ and variance $\frac{L^2}{\zeta_0^2}$, where $\zeta_0$ is as given in (1.11).

Comparing these results with those obtained in Section 1.3, we see that this SNR is a factor of $L$ greater than that obtained with spectral diversity. This gain makes receiver antenna diversity overwhelmingly more effective than other forms of diversity we have discussed thus far. In fact, the preceding implies that we would have to boost the transmitted power by a factor of $L$ in a single-element antenna system with spectral diversity to achieve the performance of a system without spectral diversity but with spatial diversity in the form of an $L$-element receiver antenna array.

For a QPSK symbol stream, the bit-error probability is obtained through an appropriate renormalization of (1.27) that involves replacing $\zeta_0$ with $\zeta_0/L$, yielding

$$P[L] = \frac{1}{2} \left[ 1 - \frac{1}{\sqrt{2\zeta_0} + 1} \sum_{k=0}^{L-1} \binom{2k}{k} \left( \frac{\zeta_0}{2(2\zeta_0 + 1)} \right)^k \right].$$  \hspace{1cm} (1.84)

The variation with SNR $1/\zeta_0$ is depicted in Figure 1.21. Note that for any particular SNR, $L$ can be chosen to make $P[L]$ arbitrarily small because $\alpha \rightarrow \infty$ as $L \rightarrow \infty$. As we develop next, the behavior with transmitter antenna diversity is dramatically different.
Figure 1.21 Bit-error probabilities, using uncoded QPSK on the Rayleigh fading channel with receiver antenna diversity exploited with maximal ratio combining. The top curve corresponds to the performance without spatial diversity ($L = 1$), and the successively lower curves represent the performance obtained with $L = 2, 4, 8, 16, 32$, and 64 receiver array elements, respectively.

1.6.2 Transmitter Antenna Diversity

For a system with an $L$-element transmitter antenna array, the associated nonselective fading channel model takes the form depicted in Figure 1.22, where the (generally complex-valued) transmission from the $l$th array element we denote using $y_l[n]$ for $l = 0, 1, \ldots, L - 1$. At the receiver we obtain

$$r[n] = w[n] + \sum_{l=0}^{L-1} a_l y_l[n],$$

where $w[n]$ denotes the receiver noise, which is complex-valued, zero-mean, white circular Gaussian noise with variance $N_0\mathcal{W}_0$. As in the case of receiver antenna diversity, given sufficient physical separation among the constituent elements,
the fading coefficients $a_0, a_1, \ldots, a_{L-1}$ can be modeled as being mutually independent, complex-valued, zero-mean circular Gaussian random variables with variance $\sigma_a^2$.\footnote{Again, although not considered here, it is possible to accommodate arrays in which the antenna elements are close enough that the $a_i$ are correlated.} We continue to assume these $a_i$ are known at the receiver.

1.6.2.1 Beamforming: Diversity with Feedback

When a feedback path exists between the receivers and the transmitter through which perfect side information about the channel parameters can be sent, then transmitter antenna diversity can achieve performance identical to that we described for receiver antenna diversity in the previous section.

Consider, for example, a scenario with a single receiver and a transmitter that has exact knowledge of the channel gains $a_i$ to that receiver. In this case, it is sufficient for the sequence emitted from the $l$th antenna element to be of the form

$$y_l[n] = b_l x[n],$$  \hspace{1cm} (1.86)

where the $b_l$ satisfy the constraint

$$\sum_{l=0}^{L-1} |b_l|^2 = 1$$

so that the total transmitted power is independent of $L$.\footnote{Again, although not considered here, it is possible to accommodate arrays in which the antenna elements are close enough that the $a_i$ are correlated.}
It is straightforward to verify that choosing the $b_i$ so as to optimize the SNR at which the symbol stream $x[n]$ is received yields

$$b_i = \frac{a_i^*}{\sqrt{\sum_k |a_k|^2}}. \quad (1.87)$$

With these gains, which correspond to a beamforming process in which the individual paths from each antenna element combine coherently, a received signal of the form

$$r[n] = \hat{x}[n] = \mu x[n] + w[n] \quad (1.88)$$

is produced, where

$$\mu^2 = \sum_{l=0}^{L-1} |a_l|^2. \quad (1.89)$$

Comparing these results to those of Section 1.6.1 we see that the effective SNR at the receiver is therefore identical to that obtained with receiver antenna diversity: with perfect channel knowledge at the transmitter and a single receiver, the diversity benefit is identical to that obtained through the use of receiver antenna diversity with the same number of antenna elements. Hence, Figure 1.21 reflects the performance of this transmitter antenna diversity system as well.

When more than one receiver is involved, it is generally not possible to achieve this SNR enhancement at every receiver since the transmitter must attempt to beamform to multiple receivers simultaneously, which is an inherently more constrained problem and generally cannot yield the same performance as beamforming to each user individually. However, when there are large numbers of receivers (corresponding, for example, to a broadcast scenario), strategies of the type we explore in the next section are more appropriate. These strategies also have the advantage that channel state information is not required at the transmitter.

1.6.2.2 Linear Antenna Precoding

A rather general framework for describing linear transmitter antenna diversity strategies is that developed in [29]. It encompasses a variety of efficient schemes proposed over the last several years, including the methods of Wittneben [30], Winters [31], Hiroike et. al. [32], and Weerackody [33], as well as more traditional approaches such as those described in Jakes [28]. In this framework, the ability to exploit diversity is created by processing the symbol stream to be transmitted with a different linear filter at each antenna element. This processing is referred to as linear antenna precoding [29] and effects a form of spatial spreading or dispersion that is analogous to the temporal spreading generated in spread-response precoding systems.
Figure 1.23  Linear antenna precoding (direct-form).

We first restrict our attention to the case in which this linear processing is specifically time-invariant. Important periodically time-varying alternatives are developed in Section 1.6.2.3.

As depicted in Figure 1.23, we use \( h_l[n] \) to denote the generally complex-valued, unit-sample response of the filter associated with the \( l \)th antenna element and refer to this as the "signature" of the element in this context. The collection of \( L \) signatures associated with the array is referred to as the signature set. With this notation, we have

\[
y_l[n] = \frac{1}{\sqrt{L}} \sum_{k=-\infty}^{+\infty} h_l[k] x[n - k]. \tag{1.90}
\]

With \( H_l(\omega) \) denoting the associated Fourier transform of each signature, i.e.,

\[
H_l(\omega) = \sum_n h_l[n] e^{j\omega n}, \tag{1.91}
\]

the total average transmitted power is constrained to be independent of \( L \) by imposing the condition

\[
\frac{1}{L} \sum_{l=0}^{L-1} |H_l(\omega)|^2 = 1, \quad \text{for all } \omega. \tag{1.92}
\]

Eq. (1.92) can be verified by noting that the power transmitted from the \( l \)th antenna element is

\[
\text{var} y_l[n] = \frac{1}{2\pi L} \int_{-\pi}^{\pi} |H_l(\omega)|^2 S_x(\omega) d\omega,
\]
where \( S_x(\omega) \) is the power spectrum of the symbol stream \( x[n] \). Thus, the total transmitted power is

\[
\sum_{i=0}^{L-1} \text{var} y_i[n] = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left[ \frac{1}{L} \sum_{i=0}^{L-1} |H_i(\omega)|^2 \right] S_x(\omega) \, d\omega,
\]

which is equal to \( \text{var} x[n] \) when (1.92) is satisfied.

Linear antenna precoding has a powerful interpretation as a channel transformation strategy. To see this, observe that by specializing (1.85), the received signal can be expressed in the form

\[
r[n] = a[n] * x[n] + w[n],
\]

(1.93)

where

\[
a[n] = \frac{1}{\sqrt{L}} \sum_{i=0}^{L-1} a_i h_i[n]
\]

(1.94)

is the unit-sample response of the "effective" channel generated by the antenna precoder. This channel has frequency response

\[
A(\omega) = \frac{1}{\sqrt{L}} \sum_{i=0}^{L-1} a_i H_i(\omega),
\]

(1.95)

which is a zero-mean, 2\( \pi \)-periodic, Gaussian random process in frequency \( \omega \), with variance \( \sigma_a^2 \). Hence, we see that the antenna precoding effectively transforms the original nonselective fading channel into a frequency-selective fading channel. Naturally, the specific properties of the resulting equivalent frequency selective channel depend on the characteristics of the antenna signatures \( h_i[n] \) through the parameterization (1.94).

This key channel transformation observation has important implications for receiver design. Indeed, it implies, for example, that any of a variety of traditional approaches to detection in the presence of intersymbol interference can be exploited. Examples include maximum likelihood sequence detection, decision-feedback equalization, or linear equalization [4]. When suitably designed, such receivers can exploit this inherent frequency diversity to substantially improve system performance.

As in earlier parts of the chapter, we continue to restrict our attention to the use of a linear equalizer with unit-sample response \( b[n] \) and denote the equalized signal by \( \hat{x}[n] \), i.e.,

\[
\hat{x}[n] = b[n] * r[n] = \sum_k b[k] r[n - k].
\]

(1.96)

In general, since the receiver knows the fading coefficients, the equalizer \( b[n] \) will depend on the channel response \( a[n] \).
With linear equalizers, linear antenna precoding systems have some useful properties that are counterparts to those of spread-response precoding systems in the context of time-diversity. In particular, when the number of antenna elements \(L\) is large, then for a broad class of signatures and equalizers, the relationship between the equalizer output \(\hat{x}[n]\) and a white symbol stream input \(x[n]\) can be approximated by [29]

\[
\hat{x}[n] = \mu x[n] + v[n],
\]

where \(\mu\) is a nonrandom constant and \(v[n]\) is an equivalent noise that is white and uncorrelated with \(x[n]\). The quality of the approximation (1.97) increases with \(L\) and, analogous to earlier results in the chapter, is asymptotically exact.

As was the case with spread-response precoding systems using linear receivers, (1.97) implies that this transmitter antenna diversity system transforms the effects of fading into a form of additive white interference that is uncorrelated with the symbol stream. In particular, \(v[n]\) in (1.97) is composed of two uncorrelated components, one due to the receiver noise and one due to the ISI induced by the multiple transmissions, i.e.,

\[
v[n] = v_{\text{NOISE}}[n] + v_{\text{ISI}}[n].
\]

The class of signatures for which the approximation (1.97) is valid is quite large. It includes, for example, those corresponding to the unrealizable transmit antenna diversity scheme in which each antenna is assigned a distinct portion of the available bandwidth. The associated antenna signatures are the unit-sample responses of ideal bandpass filters, i.e.,

\[
H_l(\omega) = \begin{cases} 
\sqrt{L} & l\pi/L \leq |\omega| \leq (l + 1)\pi/L \\
0 & \text{elsewhere in } |\omega| < \pi.
\end{cases}
\]

This class also includes a large number of realizable systems in general and FIR systems in particular. For example, it can be shown [29] that antenna signatures of length \(L\) are within this class whenever the matrix

\[
H = \begin{bmatrix}
  h_0[0] & h_0[1] & \cdots & h_0[L - 1] \\
  h_1[0] & h_1[1] & \cdots & h_1[L - 1] \\
  \vdots & \vdots & \ddots & \vdots \\
  h_{L-1}[0] & h_{L-1}[1] & \cdots & h_{L-1}[L - 1]
\end{bmatrix}
\]

is unitary.

An example of a signature set in this class is that for which \(H = I\), so that \(h_l[n] = \delta[n - l]\). This corresponds to a scheme explored both by Wittneben [30] for the case \(L = 2\) and, more generally, by Winters [31] (see also Seshadri and Winters [34]). In these schemes, each antenna transmits a delayed copy of the sequence
Other possible choices would include $\mathbf{H} = \mathbf{F}$ or $\mathbf{H} = \Xi$, which are again the DFT and Hadamard matrices, respectively. The former corresponds to a generally complex-valued signature set and can be viewed as a finite length variant of the frequency band allocation example described earlier. For $L = 2$ the DFT- and Hadamard-based schemes specialize to a common scheme also explored by Wittneben [30].

Although these various choices for $\mathbf{H}$ all lead to a similar diversity benefit, as we will discuss shortly, the detailed transmission characteristics are signature dependent. For example, when $\mathbf{H} = \mathbf{I}$, the transmitted signals $y_i[n]$ have the same amplitude characteristic (i.e., marginal probability density function) as $x[n]$ regardless of $L$. By contrast, when $\mathbf{H} = \Xi$, the amplitude distribution for each $y_i[n]$ is effectively Gaussian for large $L$, corresponding to large peak-to-average transmitted power. Nevertheless, when $L$ is at least moderately large, all such transmitter antenna diversity schemes have the property that the signal component of the received waveform has an effectively Gaussian amplitude distribution due to the superposition of the multiple transmissions.

An important implication of (1.97) is that using a transmitter antenna array reduces variations in system performance as experienced by different receivers. To appreciate what this means in practice, consider a scenario in which there is a collection of suitably separated receivers all at roughly the same radius from the transmitter, as depicted in Figure 1.24. With a single-element transmit antenna, the SNR of the transmitted data as measured at a receiver will vary from receiver to receiver. However, when diversity via a multiple-element antenna cluster is exploited, this variation from receiver to receiver is reduced. In fact, when the

---

**Figure 1.24** A collection of receivers, each denoted by the symbol ■, at a constant radius from a central transmitter, which is denoted by ●.
number of antenna elements is large, (1.97) implies that variation from receiver to receiver is effectively eliminated, in which case all receivers “see” the data at the same effective SNR as the outage probability is driven to zero.

The gain $\mu$ in (1.97) as well as the variances $\sigma^2_{\text{NOISE}}$ and $\sigma^2_{\text{ISI}}$ of the components of (1.98) all depend on the choice of equalizer unit-sample response $b[n]$. Maximizing the SINR

$$\gamma = \frac{|\mu|^2}{\sigma^2_{\text{NOISE}} + \sigma^2_{\text{ISI}}} \quad (1.100)$$

with respect to the choice of $b[n]$ to obtain the best possible average performance at the receiver leads to another MMSE type (modified RAKE) equalizer, viz.,

$$B(\omega) \propto \frac{A^*(\omega)}{1 + \alpha(\omega)} \quad (1.101a)$$

where

$$\alpha(\omega) = \frac{\mathcal{E}|A(\omega)|^2}{N_0\mathcal{W}_0} \quad (1.101b)$$

is again the SNR at frequency $\omega$ in the corresponding frequency-selective channel, i.e., (1.37b). Computationally efficient implementations of these MMSE equalizers can also be developed, with or without an additional FIR constraint on $b[n]$.

By analogy with the results obtained for spread-response precoding, when this optimum equalizer is used, the resulting SINR can be expressed in the form [29]

$$\gamma = \frac{1}{E\left[\frac{1}{\alpha(\omega)} + 1\right]} - 1 = \frac{1}{\zeta_0e^\zeta_0E_1(\zeta_0)} - 1 \quad (1.102)$$

with

$$\frac{1}{\zeta_0} = E[\alpha(\omega)] = \frac{\sigma^2_{\text{SNR}}\mathcal{E}}{N_0\mathcal{W}_0} \quad (1.103)$$

In turn, the associated average QPSK bit-error rate is well approximated by

$$P = Q\left(\sqrt{\gamma}\right) \quad (1.104)$$

But since (1.104) is identical to the corresponding expression (1.42) for spread-response precoding, the error probability vs. SNR behavior is identical for the system when the number of degrees of diversity is large for each. As a result, the asymptotic expression (1.44), valid for spread-response precoding at high SNR, also applies to linear antenna precoding in the same regime.

Since $P$ in (1.104) is uniformly lower than the corresponding QPSK bit-error rate with a single element transmitter antenna—i.e., (1.12)—we are able to conclude
that with an appropriately chosen linear equalizer, the use of transmitter diversity in the form of linear antenna precoding not only asymptotically eliminates the variance in performance among receivers but significantly improves the average level of performance among these receivers as well.

1.6.2.3 Dual-Form Linear Antenna Precoding

Aspects of linear antenna precoding as developed in the preceding section can be potentially problematic in implementations. For example, even with a finite number of antennas, the optimum equalizer has, in general, an infinite length, unrealizable, unit-sample response. And, while finite-length approximations can give a close approximation to the optimum performance in practice, they do so at a cost of excessive delay. These problems can be conveniently circumvented through an alternative form of linear antenna precoding, which is the focus of this section. To distinguish the two forms of precoding, it is convenient to refer to the strategy of Section 1.6.2.1 as direct-form linear antenna precoding, and to the one we describe next as dual-form linear antenna precoding.

Both direct-form and dual-form precoding can be described within a broader framework for linear antenna precoding in which the linear processing that takes place at each antenna element is generally periodically time-varying (i.e., LPTV filtering). Within this framework, direct-form linear antenna precoding corresponds to the special unit-period case of time-invariant processing (i.e., LTI filtering), and the associated unit-sample responses are the antenna signatures.

In dual-form linear antenna precoding systems [29], the LPTV filtering takes the form depicted in Figure 1.25. In particular, the symbol stream \( x[n] \) is first processed by a common LPTV prefilter that is time-varying with some period\(^{22} \) \( K \geq 2 \) and has length \( L \), and whose kernel we denote by \( g[n; k] \). The result,

\[
y[n] = \sum_k g[n; k] x[n - k],
\]

is then subsequently processed at each of the antennas. Specifically, this prefiltered stream is modulated at each antenna by a different \( L \)-periodic sequence, i.e.,

\[
y_i[n] = \tilde{h}_i[n] y[n],
\]

where \( \tilde{h}_i[n] \) is the generally complex-valued periodic sequence associated with the \( i \)th antenna. The signature \( \tilde{h}_i[n] \) of the associated antenna element is defined to be a single period of this modulating sequence, i.e.,

\[
h_i[n] = \begin{cases} 
\tilde{h}_i[n] & 0 \leq n \leq L - 1 \\
0 & \text{otherwise}
\end{cases}
\]

\(^{22}\)Again, the period \( K \) in fact plays a relatively minor role in the development.
We first describe the design of the signatures \( h_1[n] \) and then turn our attention to the design of the prefilter kernel \( g[n; k] \).

To ensure that the total transmitted power is independent of the number of antenna elements \( L \), the following normalization is imposed. First, we constrain the prefilter to be an orthogonal (energy-preserving) transformation, so that

\[
\text{var} y[n] = \text{var} x[n].
\]  

(1.107)

In turn, using, in order, (1.106) and (1.107), we obtain that the total transmitted power is

\[
\sum_{m=0}^{L-1} \text{var} y_m[n] = \text{var} x[n] \sum_{m=0}^{L-1} |h_m[n]|^2.
\]  

(1.108)

Since this total transmitted power must equal \( \text{var} x[n] \), we obtain the condition

\[
\sum_{m=0}^{L-1} |h_m[n]|^2 = 1.
\]  

(1.109)

This form of linear antenna precoding also has a powerful interpretation as a channel transformation strategy, and one that is the dual for that for the direct-form system. In particular, while direct-form linear antenna precoding transforms nonselective fading channels into frequency-selective ones, the dual-form system effectively transforms them into time-selective ones. To see this, it suffices to note
that the response of the channel to the prefiltered symbol stream \( y[n] \) is, using (1.106) in (1.85),

\[
    r[n] = \tilde{a}[n] y[n] + w[n],
\]

where

\[
    \tilde{a}[n] = \sum_{l=0}^{L-1} a_l h_l[n] \tag{1.111}
\]
is an \( L \)-periodic fading sequence. For future convenience, \( a[n] \) denotes one period of this sequence, i.e.,

\[
    a[n] = \sum_{l=0}^{L-1} a_l h_l[n]. \tag{1.112}
\]

This interpretation leads to some important insights into system design. First, it implies that the prefilter kernel \( g[n; k] \) should be so designed as to allow the inherent temporal diversity introduced by the modulation process to be efficiently exploited at the receiver. Second, we see that the maximum time-diversity benefit is obtained when the fading is independent among time samples within a period, and thus the signature sequences should be chosen to ensure that this condition is met.

To develop these concepts further, it is convenient to collect the dual-form signatures into a matrix of the form

\[
    H = \begin{bmatrix}
        h_0[0] & h_0[1] & \cdots & h_0[L-1] \\
        h_1[0] & h_1[1] & \cdots & h_1[L-1] \\
        \vdots & \vdots & \ddots & \vdots \\
        h_{L-1}[0] & h_{L-1}[1] & \cdots & h_{L-1}[L-1]
    \end{bmatrix} \tag{1.113}
\]
as we did in the direct-form case. From (1.112) we see that the coefficients \( a[0], a[1], \ldots, a[L-1] \) are zero-mean and jointly Gaussian. Moreover, the correlation between an arbitrary pair of these coefficients is proportional to the inner product between the corresponding columns of \( H \) in (1.113), i.e.,

\[
    \text{cov}(a[n], a[m]) = E[a[n]a^*[m]] = \sigma_a^2 \sum_{l=0}^{L-1} h_l[n] h_l^*[m]. \tag{1.114}
\]

Hence, the coefficients \( a[0], a[1], \ldots, a[L-1] \) are statistically independent when the columns of \( H \) are orthogonal. In addition, the normalization constraint (1.109) further constrains the columns of \( H \) to have unit norm. Thus, to achieve the maximum diversity benefit, we require that \( H \) in (1.113) be a unitary matrix. In turn, this uni-
tary condition implies that the antenna signatures (i.e., the rows of $H$) should be chosen to be orthogonal to one another.

From this perspective, it is clear that an unlimited number of signature sets allow the independent fading condition to be met. For example, the choice $H = I$ corresponds to a strategy in which prefiltered symbols are dealt among the antennas and transmitted in order. One potential disadvantage of this particular choice, however, is the high peak-power requirement. An alternative is the choice $H = F$, where $F$ is again the DFT matrix. In this case, the result can be interpreted as an efficient discrete-time variant of a phase-sweeping transmitter antenna diversity system explored by both Hiroike et al. [32] and Weerackody [33]. As a final example, the choice $H = \Xi$, where $\Xi$ is again the Hadamard matrix, has some particularly attractive characteristics. First, like the DFT-based signatures, the Hadamard-based signatures have minimal peak power requirements. Second, since Hadamard-based signatures are binary-valued, they result in very low computational complexity implementations of (1.106), requiring sign changes but no multiplications.

The design of the prefilter follows immediately from earlier developments in the chapter, specifically those in Section 1.5.7. In particular, the role of the prefilter is to enable the time diversity generated by the signature modulation process to be exploited.\(^2\)\(^3\) As such, the maximally spread LPTV spread-response precoders developed in Section 1.5.7 are naturally suited as precoders for this application, providing effectively optimum linear diversity benefit with very low computational complexity. As discussed, those corresponding to an LPTV system with minimal period ($K = 2$) suffice.

As in the case of direct-form antenna precoding, we focus on the use of a linear equalizer at the front end of our receiver. In the dual-form system, this equalizer takes the form depicted in Figure 1.26. Specifically,

$$
\hat{x}[n] = \sum_k g^*[-n; -k] \hat{y}[n - k],
$$

Figure 1.26 Receiver structure for dual-form linear antenna precoding.

\(^2\)Note that more generally, this linear prefiltering can be replaced (or augmented) with nonlinear processing in the form of error-correction coding. This can lead to still better performance, though at a computational cost that may be prohibitive, particularly if the number of antennas is very large.
where

\[ \hat{y}[n] = \tilde{b}[n]r[n]. \]  \hspace{1cm} (1.116)

and where \( \tilde{b}[n] \) is a suitable equalizer for the time-selective fading. Note that since the prefilter (with kernel \( g[n; k] \)) is an orthogonal system, \( g^*[-n; -k] \) is the kernel of its inverse, which has the implementation depicted earlier in Figure 1.19.

An equivalent-channel characterization for dual-form linear antenna precoding is obtained by exploiting the close connection to spread-response precoding. The key result [29] is that dual-form and direct-form precoding systems share the same input-output characteristics when the number of antenna elements \( L \) is large. Specifically, subject to only mild constraints on the equalizer, the postfilter output \( \hat{y}[n] \) is related to a white input symbol stream \( x[n] \) via (1.97), with \( \mu \) and \( \nu[n] \) having the same properties and interpretations they did in the direct-form context.

The connection between dual-form linear antenna precoding and spread-response precoding can be further exploited in developing a suitable equalizer for the system. In particular, it follows immediately that the SINR-optimizing equalizer is identical to that which arises in the context of spread-response precoding when the fading is frequency-nonselective, viz.,

\[ \tilde{b}[n] \propto \frac{\tilde{a}^*[n]}{1 + |a[n]|^2}, \]  \hspace{1cm} (1.117a)

where

\[ a[n] = \frac{E[a[n]^2]}{N_0 W_0}. \]  \hspace{1cm} (1.117b)

The performance characteristics of these dual-form systems are also readily obtained by adapting results from spread-response precoding. For example, it follows that with the equalizer (1.117), the resulting SINR is identical to that obtained in the direct-form implementation, i.e.,

\[ \gamma = \frac{1}{E\left[\frac{1}{a[n] + 1}\right]} - 1 = \frac{1}{\zeta_0 e^{\zeta_0} E_1(\zeta_0)} - 1, \]  \hspace{1cm} (1.118)

with

\[ \frac{1}{\zeta_0} = E[a[n]] = \frac{\sigma^2 E}{N_0 W_0}. \]  \hspace{1cm} (1.119)
As a result, when the number of antenna elements $L$ is large, the QPSK bit-error probability for both direct-form and dual-form systems is well approximated by (1.104) in general, and by (1.44) at high SNR. When smaller numbers of antenna elements are involved, the bit-error behavior can be determined by reinterpreting Figure 1.10. In particular, it suffices to exploit the fact that the average bit-error probability in a dual-form linear antenna precoding system with $L$ antenna elements is identical to that of a spread-response precoding system exploiting $L$ degrees of temporal diversity. Interpreting Figure 1.10 in this context, we see that while additional antennas invariably give better performance, there are clearly diminishing returns beyond a moderate value of $L$. Moreover, hardware costs and system delay constraints typically limit values of $L$ that can be used in practice.

While dual-form precoding does not provide an improvement in performance over ideal direct-form precoding, it is important to emphasize that dual-form systems have some significant implementational advantages in many contexts. In particular, unlike the direct-form implementations, dual-form implementations have the characteristic that the system delay is finite. Indeed, the fading equalizer (1.117) introduces no delay, whereas the pre- and postfiltering each introduce delay $L$, so the overall delay is proportional to the number of antennas.

Finally, it is also important to emphasize that transmitter antenna diversity is inherently less effective in improving system performance than receiver antenna diversity with a similar number of antenna elements. In fact, comparing Figures 1.10 and 1.21, we see that even the relative advantage of receiver antenna diversity grows dramatically with the number of antenna elements involved. Ultimately, however, both transmitter and receiver arrays are equally efficient in exploiting the available spatial diversity. The source of the performance gap is a fundamental difference in SNR behavior that exists even in the absence of any fading. Indeed, without fading, transmit arrays cannot improve SNR over single antenna systems, whereas receiver arrays yield a SNR enhancement that is linear in the number of antenna elements.

Nevertheless, in many applications, such as broadcasting, where receiver diversity is inherently less practical, exploiting transmitter diversity with even only a few antennas can provide a substantial reduction in transmit power requirements for a given bit-error rate over a single antenna system, and at a very modest cost in terms of additional system hardware.

1.6.2.4 Incorporating Bandwidth Expansion

Additional performance enhancements can be achieved by the combination of transmitter antenna diversity with bandwidth expansion even on the nonselective channels. In fact, with sufficient bandwidth expansion, it is possible to approach
the bit-error rate performance achieved with infinite spectral diversity on the frequency-selective fading channel.\textsuperscript{24}

To achieve this result with linear antenna precoding, we follow an approach analogous to that used to enhance performance with spread-response precoding in Section 1.4.2. In particular, prior to direct-form (dual-form) linear antenna precoding, we upsample the symbol stream by an integer bandwidth expansion factor of $\rho$, replace the SNR $\alpha(\omega)$ with $\alpha(\omega)/\rho$ (the SNR $\alpha[n]$ with $\alpha[n]/\rho$) in the SINR-optimizing equalizer, and finally downsample the output of the receiver by a factor of $\rho$. The resulting SINR enhancement is identical to that obtained with spread-response precoding as given by (1.45). As such, Figure 1.11 also characterizes the improvement in bit-error probability that is obtained by augmenting a large transmit antenna array with bandwidth expansion. Again, still better performance can be achieved by more efficiently exploiting the excess bandwidth through the use of suitably designed error-correcting codes, albeit generally at the expense of an increase in complexity.

1.7 Concluding Remarks

This chapter provided an overview of the main forms of diversity that can be used to enhance performance and improve reliability in both single-user and multiuser wireless systems. In particular, we examined spectral, temporal, and spatial diversity and developed—in a unified manner—ways that such diversity can be exploited via linear processing. In the process, our development highlighted a natural and convenient multirate signal processing framework for describing, analyzing, and relating these diversity strategies.

Ultimately, our development serves to underscore the crucial role that sophisticated signal processing algorithms ultimately have to play in realizing and exploiting diversity in wireless communication systems. Clearly, the rapidly escalating growth in demand for wireless services means that future wireless systems will have to be increasingly efficient in their use of all available forms of diversity. The linear techniques described in this chapter can go a long way toward accommodating this growth in demand.

At the same time, still greater capacities can ultimately be achieved by exploitation of diversity through specifically nonlinear algorithms either at the

\textsuperscript{24}Again, a simple strategy for achieving such performance on the infinite-bandwidth nonselective channel with transmitter antenna diversity is described in Jakes [28]. In particular, if we let the bandwidth grow in proportion to the number of antennas $L$ and partition this bandwidth into $L$ nonoverlapping subbands of equal size, one to be used by each antenna element, then having each antenna element transmit the symbol stream in its subband will suffice. This strategy also has the feature that it has bounded delay regardless of the number of antenna elements.
receiver or transmitter, or both. Indeed, the growing body of information-theoretic analysis suggests that using nonlinear processing in the form of coding either in conjunction with or as an alternative to the linear methods discussed in this chapter can dramatically enhance system performance or equivalently increase system capacity. More generally, novel and powerful techniques for exploiting diversity through nonlinear signal processing continue to emerge, making this one of several exciting and increasingly active areas of research within this important domain.
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Adaptive Interference Suppression

Michael L. Honig
H. Vincent Poor

As discussed in Chapter 1, one of the major features that distinguish modern wireless communication channels from wireline channels is the significant amount of structured interference that must be contended with in wireless channels. This interference is inherent in many wireless systems due to their operation as multiple-access systems, in which multiple transmitter/receiver pairs communicate through the same physical channel using nonorthogonal multiplexing. Structured interference also arises because of other nonsystemic features of wireless systems, such as the desire to share bandwidth with other, dissimilar, communication services.

Signal processing plays a central role in the suppression of the structured interference arising in wireless communication systems. In particular, the use of appropriate signal processing methods can make a significant difference in the performance of such systems. Moreover, since many wireless systems operate under highly dynamic conditions because of the mobility of the transceivers and of the random nature of the channel access, adaptive signal processing is paramount in this context.

The study of adaptive processing techniques for interference suppression in wireless systems has been a very active area of research in recent years. This chap-
ter introduces the reader both to the basic problems arising in this area and to the key methods that have been developed for dealing with these problems. This presentation focuses primarily on the problem of suppressing multiple-access interference (MAI), which is the limiting source of interference for the wireless systems being proposed for many emerging applications areas such as third-generation mobile telephony [94, 125] and wireless personal communications [19, 70]. However, we also touch briefly on the related and important problems of multipath mitigation and narrowband interference suppression. Multipath mitigation techniques, specifically, are developed in more detail in Chapter 3.

2.1 MULTIPLE-ACCESS SIGNAL MODEL

In treating the problem of MAI suppression, it is useful to consider a general multiple-access signal model that arises in the context of a wireless digital communications network operating with a coherent modulation format. The waveform received by a given terminal in such a network can be modeled as consisting of a set of superimposed modulated data signals observed in additive noise:

$$r(t) = S_t(b) + n(t), \quad -\infty < t < \infty,$$

(2.1.1)

where $S_t(b)$ and $n(t)$ represent the useful signal and the ambient channel noise, respectively.

The useful signal $S_t(b)$ in this model consists of the data signals of $K$ active users in the channel and can be written as

$$S_t(b) = \sum_{k=1}^{K} A_k \sum_{i=-B}^{B} b_{i,k} s_k(t - iT - \tau_k),$$

(2.1.2)

where $2B + 1$ is the number of symbols per user in the data frame of interest, $T$ is the symbol interval, and $A_k$, $\tau_k$, $\{b_{i,k}\}$ and $\{s_k(t); 0 \leq t \leq T\}$ denote, respectively, the received amplitude, delay, symbol stream, and normalized modulation waveform (or pulse shape) of the $k$th user. The matrix $b$ denotes the $K \times (2B + 1)$ matrix whose $(k, i)$th element is $b_{i,k}$. The data signals of the individual users may be asynchronous, in which case the relative delays with which the various data signals arrive at the receiver are distinct. However, when considering analytical properties, it is often sufficient to examine the synchronous case (i.e., $\tau_1 = \tau_2 = \cdots = \tau_K$) since asynchronous problems can be viewed as large synchronous problems. It should be noted further that although this model does not explicitly include effects such as fading, multipath, intersymbol interference, or narrowband interference, such effects can be included without loss of tractability. (See also Chapter 3.) A further generalization of this model allows for spatial diversity at the receiver, in which multiple waveforms are observed, each of which contains information about the data.
sequences. As discussed in Chapter 1 and as further elaborated on below, such a model arises in the consideration of the use of antenna arrays for reception.

The principal feature that distinguishes multiuser formats of the type described in (2.1.1) and (2.1.2) from one another is the choice of the set of signaling waveforms (i.e., the signal constellation, \( s_1, s_2, \ldots, s_K \)). We are interested here in problems in which these waveforms are not orthogonal. The principal, although not exclusive, example of such nonorthogonal signaling arises in networks using code-division multiple-access (CDMA) channel-sharing protocols, which have several advantages over time-division and frequency-division multiple-access schemes. However, with asynchronous channel access, it is not possible to maintain orthogonal signaling waveforms with CDMA. One of the most important formats of this type is the direct-sequence, spread-spectrum, multiple-access format, which corresponds to a set of signaling waveforms of the form

\[
s_k(t) = \begin{cases} 
2^{-1/2} a_k(t) \sin (\omega_c t + \varphi_k), & t \in [0, T] \\
0, & t \in [0, T].
\end{cases}
\]  

(2.1.3)

where \( \omega_c \) is a common carrier frequency, \( \varphi_k \) is the phase of the \( k \)th user relative to some reference, and the spreading waveforms \( a_k(t) \) are of the form:

\[
a_k(t) = \sum_{j=0}^{N-1} a_{k,j} \psi(t - jT_c).
\]  

(2.1.4)

Here, \( a_{k,0}, a_{k,1}, \ldots, a_{k,N-1} \) is a signature sequence of +1's and -1's assigned to the \( k \)th user, and \( \psi \) is a normalized chip waveform of duration \( T_c \) (where \( NT_c = T \)). The signature sequences (or spreading codes) and chip waveform are typically chosen to have autocorrelation and cross-correlation properties that reduce multipath, multiple-access interference, and unintended detectability, criteria that generally lead to signaling waveforms with nearly flat spectral characteristics. Note that, in this type of signaling, the bandwidth of the underlying data signal is spread by a factor of \( N \). This particular model, which is sometimes termed direct-sequence code-division, multiple-access (DS-CDMA) signaling, is discussed further below.

It is the nonorthogonality of the signaling waveforms \( s_1, s_2, \ldots, s_K \) that gives rise to the multiple-access interference with which the receiver must contend. In particular, if the receiver wishes to infer the data stream of a given user, say, user 1, then the fact that the other users' signaling waveforms are not orthogonal to \( s_1 \) makes it impossible to isolate user 1's signal without diminishing the detectability of user 1's data. However, through proper signal processing, the effects of the interfering signals can be minimized so that little is lost to this source of error. The area of study that deals with such problems is multiuser detection, and this chapter is primarily concerned with performing this task efficiently and adaptively.
This treatment is organized as follows. In Section 2.2, we provide a brief review of the elements of multiuser detection, which provides a framework for the development of most of the remainder of the chapter. In Section 2.3, we consider in more detail a specific class of multiuser detectors—linear multiuser detectors—that contains many of the most promising structures for introducing adaptivity into this problem. This treatment generalizes the model (2.1.1)–(2.1.2) to include diversity and other effects. Section 2.4 discusses the particularization of linear multiuser detection to the DS-CDMA format described above. Next, in Section 2.5 we consider the adaptation of linear, multiuser detectors. In particular, we discuss several basic adaptive algorithms in the context of their complexity, convergence and performance characteristics. Section 2.6 considers the implications of some nonideal effects arising in wireless channels and also discusses some systems issues impacting the application of adaptive interference suppression in wireless systems. An extensive, but not exhaustive, bibliography of key sources in this area is also included.

2.2 ELEMENTS OF MULTIUSER DETECTION

Almost by definition, the performance characteristics of multiple-access channels featuring traditional demodulation techniques are limited by multiple-access interference. It can be shown, however, that such limitations are due largely to the use of nonoptimal signal processing in the demodulator and are not due to fundamental characteristics of the channel. Multiuser detection seeks to remove this MAI limitation by the use of appropriate signal processing. Essentially, through the use of multiuser detection (or derivative signal processing techniques), performance in multiple-access channels can be returned to that of corresponding single-access channels, or at least to a situation in which performance is no longer MAI limited. This property is obviously very desirable, even in radio networks using power control or other protocols that seek to limit the effects of MAI.

The basic problem of multiuser detection is that of inferring the data contained in one or more signals embedded in a nonorthogonal multiplex, the entire multiplex of which is received in ambient noise. Equations (2.1.1) and (2.1.2) describe a model of such a received signal. Within this context, multiuser detection refers to the problem of detecting all or part of the symbol matrix \( \mathbf{b} \) from the multiplex (2.1.1)–(2.1.2) with nonorthogonal signaling waveforms, such as those arising in DS-CDMA. In the demodulation of any given user in such a multiplex, it is necessary to process the received signal in such a way as to minimize two types of detrimental effects—the multiple-access interference caused by the remaining \( K - 1 \) users in the channel and the ambient channel noise. In order to focus on the multiple-access interference, the great majority of research on this problem has
ascribed the simplest possible model to the ambient channel noise; namely, that the only ambient channel noise is additive white Gaussian noise (AWGN) with fixed spectral height, say, $\sigma^2$, and that this noise is independent of the data signals. In the following paragraphs, we also assume this model for the ambient noise.

Within the multiple-access signaling model are two general scenarios of interest: an uplink (or reverse-link) scenario, in which all signaling waveforms and data timing are known; and a downlink (or forward-link) scenario, in which sometimes only a single user’s waveform and data timing are known. In the uplink scenario, the general characteristics of optimal demodulation schemes for (2.1.1)–(2.1.2) under an AWGN model can be inferred by examining the likelihood function of the observed waveform (2.1.1), conditioned on the knowledge of all data symbols (i.e., conditioned on $b$). On assuming that the received amplitudes are known, this likelihood function can be written via the Cameron-Martin formula [76] as

$$\ell((r(t); -\infty < t < \infty) \mid b) = C \exp \{\Omega(b)/2\sigma^2\}, \tag{2.2.5}$$

where

$$\Omega(b) = 2\int_{-\infty}^{\infty} S_t(b)r(t)dt - \int_{-\infty}^{\infty} S_t^2(b)dt \tag{2.2.6}$$

and where $C$ is a constant. The part of (2.2.6) that depends on the received waveform can be written as

$$\int_{-\infty}^{\infty} S_t(b)r(t)dt = \sum_{k=1}^{K} A_k \sum_{i=-B}^{B} b_{i,k} y_{i,k} \tag{2.2.7}$$

where

$$y_{i,k} = \int_{-\infty}^{\infty} s_k(t - iT - \tau_k)r(t)dt \tag{2.2.8}$$

is the output of a filter matched to the $k$th user’s signaling waveform shifted to the $i$th symbol interval of the $k$th user.

It follows from (2.2.5)–(2.2.8) that the matrix of matched filter outputs,

$$y = \{y_{i,k}; k = 1, \ldots, K; i = -B, \ldots, B\}, \tag{2.2.9}$$

forms a sufficient statistic for the matrix $b$ of data symbols; that is, all information in the received waveform that is relevant to making inferences about $b$ is contained in $y$. So, the main job of optimal multiuser detection is to map the matrix $y$ of observables to a matrix $\hat{b}$ of symbol decisions. Thus, the general structure of optimal systems for determining the data symbols from the received waveform consists of an analog front end that extracts the matched filter outputs, followed by a decision algorithm that infers optimal decisions from the collection of these outputs. The nature of the decision algorithm in this process depends on the optimality criterion
that one wishes to apply to the decision. If one adopts either a maximum-likelihood criterion,

$$\max_{\hat{b}} \ell(\{r(t); -\infty < t < \infty\} | \hat{b}),$$

(2.2.10)

or a minimum-error-probability criterion,

$$\min_{\hat{b}_{i,k}} \Pr(\hat{b}_{i,k} \neq b_{i,k} | \{r(t); -\infty < t < \infty\}),$$

(2.2.11)

then, assuming the signaling waveforms $s_k$ satisfy $s_k(t) = 0$ for $t \not\in [0, T]$, this optimal decision algorithm can be implemented as a dynamic program (i.e., a sequence detector) having $O(|A|^K)$ time complexity per binary decision (see [120]), where $|A|$ is the size of the symbol alphabet. In the case of synchronous signals, dynamic programming is unnecessary and the optimal detectors essentially involve either exhaustive search over the $|A|^K$ symbol choices in each symbol interval in the case of maximum-likelihood detection, or $O(|A|^K)$ computation of posterior probabilities in the case of minimum-error-probability detection.

Using these techniques, Verdú ([118]) has shown that, for reasonably high symbol-energy-to-ambient-noise ratios, performance very near that of single-user communications is possible with the optimal multiuser detector. This is a considerable performance gain over conventional matched-filter detection (which demodulates $b_{i,k}$ by simple scalar quantization of $y_{i,k}$), which suffers from substantial performance losses in some multiple-access situations. (Such situations include the “near-far” situation, in which interfering users are received with much larger power than are users of interest.) However, the much-improved performance afforded by optimal multiuser algorithms comes at the expense of both computational complexity (i.e., the $O(|A|^K)$ computational cost per binary decision); and informational complexity due to the need for knowing all delays, amplitudes, and modulation waveforms to extract the matrix sufficient statistic $y$.

During the late 1980s and early 1990s, a significant amount of research addressed the problem of reducing the computational complexity of multiuser detection. A key approach to this problem is to restrict the optimal detector to be of the form of a linear multiuser detector, in which the data is demodulated by scalar quantization of a linear mapping on the matrix $y$. In view of the definition of $y_{i,k}$, this type of detector effectively comprises a linear filter applied to the received waveform, followed by a scalar quantizer. (Of course, the filter may depend on both $k$ and $i$.) Two types of linear detectors of interest are the decorrelating detector (or decorrelator), which chooses the linear filter to have zero output multiple-access interference [49]; and the MMSE detector, which chooses the linear filter to have minimum output energy within the constraint that the response of the filter to $s_k(t - iT - \tau_k)$ is fixed [31, 44, 51, 58, 82, 83, 93, 96, 133]. Such detectors can be shown to also satisfy other optimality criteria. Although such detectors fall short of
optimal (maximum-likelihood) detection in terms of error probability, they are still far superior to conventional detection in terms of their error-probability performance in interference-limited environments. Linear detectors form the basis for the results described in the remainder of this chapter, and a detailed description of their properties is found in Sections 2.3 and 2.4.

Several useful nonlinear, lower-complexity, multiuser detectors also have been developed. These are based primarily on various techniques for successive cancellation of interference. Also, methods for combating fading, multipath, etc., have been combined with multiuser detection as well. Some works in these areas include [17, 45, 68, 73, 85, 89, 111, 112, 113, 114, 115, 116, 126, 127, 130, 135, 138, 139, 140, 141, 142], although this list is hardly exhaustive. A survey of basic multiuser detection methods, and a more complete bibliography up to 1993, can be found in [120]. (See also the forthcoming textbook [121].)

The issue of informational complexity in multiuser detection has been addressed through the use of adaptivity. This issue is particularly critical in the context of downlink demodulation, in which the direct implementation of non-adaptive versions of the above-noted detectors is neither practical nor desirable. However, uplink adaptivity is also of interest in practice because of the dynamic nature of practical multiple-access channels. (Some discussion of this issue is found in Section 2.6.) Recent progress on adaptive multiuser detection is the subject of the remainder of this chapter.

2.3 Linear Interference Suppression

In this section, we look more carefully at linear multiuser detection, in which linear filtering at the receiver can be used to suppress wideband multiple-access interference. This general approach to interference suppression has its origins in the related problem of linear equalization in the presence of synchronous interfering data signals\(^1\) and seems to have been first studied nearly thirty years ago [23, 43]. There are several reasons why linear interference suppression is attractive for wireless applications:

1. It can suppress both narrowband and wideband multiple-access interference.
2. It has modest complexity relative to other interference suppression and multiuser detection techniques, as noted in the preceding section.
3. The linear filter can be implemented as a digital filter, or tapped-delay line, making it convenient for adaptation by means of conventional adaptive algorithms [25, 32].

\(^1\)The multiuser signaling model of (2.1.1)-(2.1.2) includes as a special case the single-user intersymbol-interference channel, which corresponds to the case \(K = 1\) with \(s_t\) non-zero over more than one symbol interval.
To discuss this approach, it is convenient to view the multiple-access channel considered in Section 2.1 as a many-input linear system, as shown in Figure 2.1. In this depiction, the (linear) operations of modulation and transmission of the data sequences of the various users are lumped into the linear time-invariant transfer functions $\hat{H}_1(f)$, $\hat{H}_2(f), \ldots, \hat{H}_K(f)$. In particular, (2.1.1)–(2.1.2) is realized by this model if we choose $\hat{H}_k(f)$ to be the system with impulse response
\[
H_k(t) = A_k s_k(t - \tau_k). \tag{2.3.1}
\]

In this context, we first derive the optimal linear receiver for this type of channel, where the optimality criterion is minimum mean-squared error (MSE). We then discuss some properties of this detector, such as the number of users that can be suppressed completely versus available bandwidth, and the implementation of the detector as a fractionally spaced tapped-delay line. Application to the DS-CDMA model of (2.1.3)–(2.1.4) is discussed in Section 2.4.

### 2.3.1 Multiple-input/Multiple-output (MIMO) Minimum Mean-Squared Error (MMSE) Linear Detector

To examine the MMSE linear multiuser detector, we generalize the above signaling model slightly. First, in order to treat some nonideal effects later, we will allow the signaling waveforms and received amplitudes to be complex. And, second, we will allow for $M$th-order reception diversity, in which we have $M$ observation channels similar to the depiction in Figure 2.1. Usually, these $M$ channels correspond to the outputs of $M$ elements in an antenna array. In this situation, it is convenient to represent the multiple-access channel as a special case of a $K$-input/$M$-output linear channel with $M \times K$ transfer function $\hat{H}(f)$.

Referring to Figure 2.1, the input to the channel $\hat{H}(f)$ is
\[
s(t) = \sum_i b_i \delta(t - iT), \tag{2.3.2}
\]
where $\mathbf{b}_i$ is the $K$-vector of transmitted symbols at time $i$ (that is, $\mathbf{b}_i$ is the $i$th column of the matrix $\mathbf{b}$ introduced in Section 2.1) and $1/T$ is the symbol rate, assumed to be the same for all users. The $i$th component of $\mathbf{b}_i$, denoted as $b_{i,k}$, is the $i$th transmitted symbol from user $k$. We assume that the signaling waveforms corresponding to each user, as well as relative amplitudes and delays for each observation channel, are included in the channel transfer function $\hat{\mathbf{H}}(f)$. (This model is general enough to account for both transmitter and receiver diversity of types described in Chapter 1.)

Both channel and receiver filters are illustrated in Figure 2.2. Let $\mathbf{H}(t)$ and $\mathbf{R}(t)$ be the impulse responses associated with the filters $\hat{\mathbf{H}}(f)$ and $\hat{\mathbf{R}}(f)$, respectively. The output of the receiver filter $\mathbf{R}$ at time $kT$ is:

$$r(kT) = \sum_i \{ \mathbf{R} * \mathbf{H}[k - i] \} \mathbf{b}_i + \mathbf{R} * \mathbf{n}(kT),$$

where $*$ denotes convolution, and $\mathbf{n}(t)$ is a noise vector with $M$ components. We wish to find the receiver filter $\mathbf{R}$ that minimizes the MSE, $E[\|r(0) - \mathbf{b}_0\|^2]$. This filter has been derived in [30] and [100] and is illustrated in Figure 2.3. It consists of a front-end matched filter with $K \times M$ matrix transfer function $\hat{\mathbf{H}}(f) \mathbf{S}_n^{-1}(f)$, where $\mathbf{S}_n(f)$ is the noise spectral density matrix, followed by a MIMO discrete-time filter with $K \times K$ matrix coefficients. The transfer function (i.e., $z$-transform) of this discrete-time filter is

$$\mathbf{C}(z) = \mathbf{S}_d(z) [\mathbf{S}_d(z) \mathbf{S}_d(z) + \mathbf{I}]^{-1},$$

where $\mathbf{S}_d(z)$ is the equivalent discrete-time filter transfer function that maps the sequence of input symbol vectors $\{\mathbf{b}\}$ to the sequence of matched filter outputs $\{r(iT)\}$, and $\mathbf{S}_d(z)$ is the spectrum of the data sequence. We can therefore write $\mathbf{S}_d(z)$ for $z$ on the unit circle as the aliased version of $\mathbf{H}^* \mathbf{S}_n^{-1} \hat{\mathbf{H}}$, i.e., for $z = e^{j2\pi fT}$,

$$\mathbf{S}_d(e^{j2\pi fT}) = \frac{1}{T} \sum_k \hat{\mathbf{H}}(f - \frac{k}{T}) \mathbf{S}_n^{-1}(f - \frac{k}{T}) \hat{\mathbf{H}}(f - \frac{k}{T}).$$

Figure 2.3  MIMO MMSE linear equalizer.
and we have

\[ S_d(z) = \sum_{i} z^{-i} \rho_i \]  

(2.3.6)

where \( \rho_i = E[b_i b_i^*] \). In Figure 2.3, \( d_i \) denotes the output of the MIMO discrete-time filter \( C \) at symbol time \( i \).

If the noise and data sequences are both uncorrelated in time and have uncorrelated components, then the matched filter becomes \( \hat{H}(f) / \sigma_n^2 \), where \( \sigma_n^2 \) is the noise variance per channel, and the discrete-time filter becomes

\[ C(z) = \sigma_n^2 [\hat{S}_h(z) + \xi I]^{-1} \]  

(2.3.7)

with

\[ \hat{S}_h(e^{j2\pi f T}) = \frac{1}{T} \sum_{k} \hat{H}(f - \frac{k}{T})H(f - \frac{k}{T}) \]  

(2.3.8)

\( \xi = \sigma_n^2 / \sigma_n^2 \) and \( \sigma_n^2 \) is the data variance per channel. (Note that the only difference between \( \hat{S}_h \) and \( S_h \) is that \( \hat{S}_h \) does not include the noise variance \( \sigma_n^2 \). This representation is convenient for what follows.) The minimum value of the MSE associated with the MMSE filter \( R \) is then given by

\[ \text{MMSE} = \text{trace} \left\{ T \int_{-1/(2T)}^{1/(2T)} C(e^{j2\pi f T}) df \right\}. \]  

(2.3.9)

This form of the MMSE detector for the multiple-access channel is shown in Figure 2.4. Only the detector for user 1 is shown; it consists of a bank of matched filters, symbol-rate samplers, and discrete-time filters. The MMSE transfer function \( C_{1,k}(z) \) in Figure 2.4 is the \((1, k)\)th component of the matrix \( C(z) \) given by (2.3.7).

In the remainder of this chapter, we assume that the sequences of noise and symbol vectors are both uncorrelated in time and have uncorrelated components, in which case Figure 2.4 gives the canonical, linear MMSE detector structure.

---

**Figure 2.4** MMSE linear detector for the multiple-access channel. Only the detector for user 1 is shown.
2.3.2 Zero-Forcing (Decorrelating) Detector

As the noise variance diminishes to zero, the MMSE linear filter approaches the matched filter \( \hat{H}(f) \), followed by a symbol-rate sampler and a discrete-time matrix filter with transfer function

\[
C_d(z) = \left[ \hat{S}_H(z) \right]^{-1}.
\]  
(2.3.10)

The resulting MSE is given by

\[
\text{MSE}_d = \sigma_n^2 \left\{ T \int_{1/(2T)}^{1/(2T)} C_d(e^{j2\pi fT}) df \right\}.
\]  
(2.3.11)

Because the transfer function \( C_d(z) \) inverts the equivalent discrete-time transfer function \( \hat{S}_H \), which maps the source symbols to the matched filter outputs, it eliminates all intersymbol and multiple-access interference (at the expense of enhancing the background noise). For this reason, the matched filter \( \hat{H} \) followed by the transfer function \( C_d(z) \) is known as the zero-forcing detector for the MIMO channel \( \hat{H}(f) \). When applied to the multiple-access channel in Figure 2.1, this detector is also known as the decorrelating detector, or decorrelator, since it removes the correlation among users due to nonorthogonal pulse shapes [49, 50].

It is apparent from (2.3.10) that the zero-forcing solution exists provided that the matrix \( \hat{S}_H(z) \) is nonsingular for \( z \) on the unit circle.\(^2\) This condition has a special interpretation for the multiple-access channel. Specifically, in this case, \( \hat{H}(f) \) is a \( 1 \times K \) row vector, so that \( \hat{H}(f) \hat{H}(f) \) is an outer product matrix, which has rank one. \( \hat{S}_H(e^{j2\pi fT}) \) in (2.3.8) is therefore the sum of \( L \) rank-one matrices, where for each \( f \in [-1/(2T), 1/(2T)] \), \( L \) is the number of Nyquist zones\(^3\) where \( \hat{H}(f) \neq 0 \). Since \( \hat{S}_H(e^{j2\pi fT}) \) is a \( K \times K \) matrix, a necessary condition for \( \hat{S}_H(e^{j2\pi fT}) \) to be nonsingular for all \( f \in [-1/(2T), 1/(2T)] \) is that \( K \leq L \) for each \( f \). This implies that for the zero-forcing solution to exist, there must be at least \( K \) Nyquist zones available to the users. This property was first observed by Petersen and Falconer [74] in the context of wire (twisted-pair) channels with crosstalk. (See also [4].) Note that these Nyquist zones can be spread among the users so that (i) the users do not overlap in frequency (namely, Frequency-Division Multiple-Access (FDMA)), (ii) all of the users overlap at all frequencies (CDMA or TDMA), or (iii) some users overlap at some frequencies but not at other frequencies (combined FDMA/TDMA/CDMA).

\(^2\)Of course, it is possible that \( S_H(z) \) is singular for some set of \( z \) on the unit circle and that the MSE resulting from substituting (2.3.10) into (2.3.11) is finite. However, finite MSE requires that \( S_H(e^{j2\pi fT}) \) cannot be singular for \( f \) in some interval with positive length.

\(^3\)In this context, a Nyquist zone is a translate of the basic Nyquist interval, \([-1/(2T), 1/(2T)]\), by an integral multiple of \( 1/T \).
For the multiple-access channel, the availability of \( K \) Nyquist zones for \( K \) users is necessary but not sufficient to ensure the existence of the zero-forcing solution. That is, it may happen that even with more than \( K \) Nyquist zones available, the zero-forcing solution does not exist for \( f \) in some positive interval contained in \( [-1/(2T), 1/(2T)] \). For sufficiency, there must be at least \( K \) vectors \( \hat{H}(f - k/T) \) appearing in the sum (2.3.8), that are linearly independent at each \( f \). (This set of \( K \) vectors may depend on \( f \).)

Consider the case where the channels for each user shown in Figure 2.1 are the same, i.e., \( H_k(f) = H(f) \) for each \( k \). The preceding discussion suggests that each additional Nyquist zone in \( H(f) \) can be viewed as an additional “dimension.” or “degree of freedom,” that can support an additional user without causing interference to existing users. This “dimensionality” interpretation will be useful when the tapped-delay line implementation of the linear MMSE detector is discussed in the next section. Note that for “orthogonal” multiple-access systems such as FDMA and TDMA, this observation is equivalent to stating that each user requires at least one Nyquist zone to ensure the existence of the zero-forcing equalizer [46, Ch. 10].

We now examine the effect of receiver diversity on the preceding results. In this case, each channel \( H_k(f) \) in Figure 2.1 becomes an \( M \times 1 \) column vector, where \( M \) is the order of the receiver diversity, so that \( \hat{H}(f) \) is an \( M \times K \) matrix (\( K \) inputs, \( M \) outputs). Consequently, the rank of \( \hat{H}(f) \hat{H}(f) \) is at most \( M \), and we conclude that a necessary condition for \( \tilde{S}_H(e^{2\pi f T}) \) to be nonsingular for all \( f \in [-1/(2T), 1/(2T)] \) is that the number of users \( K \leq LM \), where \( L \) is again the number of Nyquist zones available to the users. This upper bound can be achieved if the matrices \( \hat{H}(f - k/T) \) in the sum (2.3.8) contain \( LM \) linearly independent columns at each \( f \). The number of dimensions or degrees of freedom available to suppress users is therefore given by the number of Nyquist zones times the number of antenna elements. (A similar treatment of dimensionality in the frequency and spatial domains is given in [18].)

A final remark about the zero-forcing detector is that even when it does not exist (i.e., \( S_H(e^{2\pi f T}) \) is singular), the MMSE detector is still well defined. Namely, it is always possible to select a filter to minimize output MSE. Consequently, the zero-forcing detector can be viewed more generally as the limit of the MMSE detector as the level of background noise tends to zero. This limit always exists even though the zero-forcing solution may not exist. This representation for the zero-forcing detector is useful in situations where the number of interferers exceeds the available dimensions that the detector has to suppress multiple-access interference. Although the zero-forcing solution technically does not exist in this situation, the more general representation may still offer a substantial performance improvement relative to a simpler (e.g., matched-filter) detector.
2.3.3 Implementation as a Tapped-Delay Line (TDL)

The preceding formulation of the MMSE and zero-forcing detectors assumes knowledge of the user signaling waveforms along with relative timing and phase, the channel characteristics for each user, and the noise spectral density. In Section 2.5 we show that the MMSE detector can be implemented without this knowledge. This implementation depends on an alternative representation of the MIMO MMSE linear filter as a bank of fractionally spaced tapped-delay lines or discrete-time filters, which we now develop.

A classical result for single-user channels is that the optimal (MMSE) linear equalizer can be implemented as a fractionally spaced tapped-delay line (TDL) [46, Ch. 10], [91]. To see this, let $W$ denote the two-sided bandwidth of the received data signal. Referring to Figure 2.4, the combination of the matched filter $H_k(f)$, $1/T$ sampler, and discrete-time filter $C_k(z)$ in each branch of the MMSE detector can be replaced by a lowpass filter $B(f)$ with two-sided bandwidth $W$, a sampler at rate $W$, and a discrete-time filter $\tilde{C}_k(z)$ with frequency response that has period $W$. Stated another way, each front-end continuous-time matched filter in the MMSE linear equalizer can be replaced by the associated discrete-time filter, provided that the sampling rate is increased from $1/T$ to at least $W$.

The preceding discussion implies that each branch of the MMSE detector shown in Figure 2.4 can be replaced by a low-pass filter $B(f)$ followed by a rate $W$ sampler and fractionally spaced TDL, where the tap spacing is $1/W$. Choosing $B(f)$ to be the same for each branch allows the $K$ branches shown in Figure 2.4 to be collapsed into a single branch consisting of $B(f)$, a rate $W$ sampler, and discrete-time filter with transfer function given by the sum of the transfer functions for each branch.

To summarize, the MMSE multiuser linear detector for the multiple-access channel can be replaced by the bank of fractionally spaced TDLs as shown in Figure 2.5. The filter $C_k(z)$, $1 \leq k \leq K$, is selected to minimize MSE for user $k$. The sampling rate, or tap spacing in the discrete-time filters thus depends on the bandwidth of the received signal. If the zero-forcing solution exists, then the bandwidth $W$ must be at least $K/T$, where $1/T$ is the symbol rate for the users. To interpret this result another way, observe that to distinguish $K$ symbols transmitted by $K$ (non-cooperative) users, the receiver must sample at least $K$ times per symbol. Furthermore, these $K$ samples must be linearly independent. From Nyquist sampling theory, this implies that the bandwidth of the received signal must be greater than or equal to the sampling rate $K/T$.

With spatial diversity at the receiver, it is straightforward to show that the MMSE receiver can be implemented by summing the outputs of fractionally spaced TDLs associated with each antenna. This implementation is illustrated in Figure 2.6 for the case of two antennas. Figure 2.6 shows the MMSE detector for user 1, which contains two TDLs. Given $M$ antennas, the MMSE detector has $M$
TDLs for each user (indicating an $M$-fold increase in computational complexity associated with computing the filter outputs).

In general, the discrete-time impulse response associated with the MMSE filter $C_k(z)$ in Figure 2.5 can be of infinite length. Infinite-length impulse response (IIR) filters are problematic, since they cannot be implemented as TDLs and are difficult to optimize when channel and interference parameters are changing. However, it is always possible to approximate each $C_k(z)$ with a finite-length impulse response (FIR) filter. Of course, there is some performance degradation associated with this truncation, which will depend on how fast the filter impulse response associated with $C_k(z)$ decays to zero.

Finally, we remark that an important benefit of the fractionally spaced TDL implementation is that it eases timing recovery. That is, it is well known that for single-user channels a fractionally spaced adaptive equalizer (with taps spaced at $T/k, k > 1$) is more robust with respect to timing offset than is an adaptive equalizer.
with $T$-spaced taps. For DS-CDMA signals, timing recovery can be combined with interference suppression by using the adaptive algorithms discussed in Section 2.5 [52, 102, 130].

2.4 Application to DS-CDMA

We now apply the developments of Section 2.3 to the DS-CDMA model of (2.1.3)–(2.1.4). It is convenient to write this signal by using a complex baseband model, in which case the received signal can be written as

$$y(t) = \sum_{k=1}^{K} A_k \left[ \sum_i b_{i,k} p_k(t - iT - \tau_k) \right] + n(t), \tag{2.4.1}$$

where the pulse shape $p_k$ for user $k$ is given by

$$p_k(t) = \sum_{n=0}^{N-1} a_{k,n} \psi(t - nT_c); \tag{2.4.2}$$

that is, $p_k$ is $s_k$ from (2.1.3) with $\omega_c = \phi_k = 0$. Here, as before, $T_c$ is the chip duration and $\psi(t)$ is the normalized chip waveform, which are assumed to be the same for all users, and $A_k, \tau_k\{b_{i,k}\}$, and $\{a_{k,n}\}$ are the received amplitude, delay, bit stream, and spreading sequence of user $k$. In order to represent the phase differences between signals, we allow the amplitudes $A_k$ to be complex. The noise $n(t)$, representing noise in the complex baseband, is also assumed to be complex. For generality, we also allow $\psi$ to be complex. For the purposes of exposition, in what follows we assume that the desired user to be demodulated is user 1 and that $A_1 = 1$ and $\tau_1 = 0$.

Roughly speaking, the bandwidth spreading factor for DS-CDMA is the processing gain $N$ (assuming nonrectangular, bandwidth-efficient chip waveforms). That is, each user spreads the transmitted bandwidth across $N$ Nyquist bands, so that the receiver has $N$ dimensions available with which to suppress interferers. We therefore conclude that the zero-forcing solution exists provided that $K \leq N$ and that the received pulse shapes are linearly independent.

For the TDL implementation of the MMSE detector, the front-end analog filter must cover the signal bandwidth, which is approximately $N/T$, where $T$ is the symbol duration. (This assumes a bandwidth-efficient chip waveform. If rectangular chips are used, then the bandwidth is approximately $2N/T$.) The sampling rate is then $N/T$, and the TDL has taps spaced at $T/N$. If the TDL is of infinite length, then in principle, it can effectively suppress $N - 1$ strong interferers. In what follows we assume that the front-end analog filter is a chip matched filter with
impulse response $\psi^*(-t)$, which maximizes the signal-to-noise ratio at the output of this filter in the absence of interference.

2.4.1 Discrete-Time Representation

We first specify the TDL coefficients in terms of the received samples at the output of the chip matched filter. Define the vector of received samples at the output of the chip matched filter during the $i$th symbol as

$$ r_i^T = [r[iT], r[iT + T_c], \ldots, r[iT + (N - 1)T_c]], \quad (2.4.3) $$

where

$$ r(t) = \int_{-\infty}^{\infty} y(t - s)\psi^*(-s)ds \quad (2.4.4) $$

and $y(t)$ is the channel output given by (2.4.1). If $y(t)$ is confined to $[0, T_c]$, then the integral is from $t$ to $t + T_c$. For the time being, we assume that all users are both chip- and symbol-synchronous. That is, referring to (2.4.3), $\tau_k = 0, 1 \leq k \leq K$. Combining (2.4.1), (2.4.2), and (2.4.4), we can write the vector $r_i$ as a linear combination of vectors contributed by each of the users plus noise:

$$ r_i = \sum_{k=1}^{L} b_{i,k} A_k p_k + n_i \quad (2.4.5) $$

where the upper index $L$ depends on whether the multiuser data signal is synchronous or asynchronous. For synchronous CDMA, $L = K$ and $p_k$ is the vector of samples at the output of the chip matched filter in response to the $k$th user's input waveform. The $m$th component of $p_k$ in this case is therefore

$$ p_{k,m} = \int_{-\infty}^{\infty} p_k(mT_c - s)\psi^*(-s)ds. \quad (2.4.6) $$

Assuming zero interchip interference (i.e., $\psi_k(t - iT_c)$ are orthogonal waveforms for different $i$), then this integral becomes

$$ p_{k,m} = \int_{-\infty}^{\infty} a_{k,m} |\psi(s - mT_c)|^2 ds = a_{k,m} \quad (2.4.7) $$

since $\psi(t)$ is a unit energy pulse, and where $a_{k,m}$ is the $m$th spreading coefficient for user $k$. Consequently, for the case of synchronous DS-CDMA, we have

$$ r_i = \sum_{k=1}^{K} b_{i,k} A_k a_k + n_i \quad (2.4.8) $$

The superscript $^T$ denotes the transpose operator.
where \( \mathbf{a}_k \) is the vector of spreading coefficients assigned to user \( k \).

To specify the received samples for asynchronous DS-CDMA, the delay associated with user \( k \) is expressed as

\[
\tau_k = (i_k + \delta_k) T_c \tag{2.4.9}
\]

where \( i_k \) is an integer between 0 and \( N - 1 \), and \( \delta_k = \tau_k / T_c - i_k \) lies in the interval \([0, 1)\). The delay \( i_k \) specifies the number of whole chips by which user \( k \) is shifted relative to user 1, and \( \delta_k \) represents the additional partial chip delay. (In chip-synchronous DS-CDMA, \( \delta_k = 0 \), although \( i_k \neq 0 \) in general.) The computation of \( \mathbf{p}_{k,m} \) for asynchronous DS-CDMA is illustrated in Figure 2.7. First note that user \( k \) transmits two symbols, \( b_{i-1,k} \) and \( b_{i,k'} \) within the time window \((i - 1)T \) to \( iT \) associated with \( b_{i,1} \). This implies that user \( k \) contributes two vectors to the sum (2.4.5), associated with the left and right parts of \( p_k(t - iT - \tau_k) \) within \((i - 1)T \) to \( iT \). We therefore rewrite (2.4.8) as

\[
\mathbf{r}_i = b_{i,1} A_k \mathbf{p}_1 + \sum_{k=2}^{K} A_k (b_{i-1,k} \mathbf{p}_k^- + b_{i,k} \mathbf{p}_k^+) + \mathbf{n}_r \tag{2.4.10}
\]

where \( \mathbf{p}_k^- \) and \( \mathbf{p}_k^+ \) are the sampled outputs of the matched filter during symbol \( i \) in response to \( p_k(t + (T - \tau_k)) \) and \( p_k(t - \tau_k) \), respectively. The \( m \)th components of \( \mathbf{p}_k^+ \) and \( \mathbf{p}_k^- \) are then

\[
\mathbf{p}_{k,m}^+ = \int_{-\infty}^{\infty} p_k(x) \psi^* \left[ x - (mT_c - i_k) + \delta_k T_c \right] dx
\]

\[
= \begin{cases} 
  a_{k,m-i_k-1} \theta_2 + a_{k,m-i_k} \theta_1 & \text{for } m > i_k \\
  a_{k,0} \theta_1 & \text{for } m = i_k \\
  0 & \text{for } m < i_k
\end{cases} \tag{2.4.11a}
\]
\[ p_{k,m} = \int_{-\infty}^{\infty} p_k(x) \psi^*[x - (m + N - t_k)T_c + \delta_k T_c]dx \]

\[ = \begin{cases} 
  a_{k,m+N-t_k} \varphi_1 + a_{k,m+N-t_k-1} \varphi_2 & \text{for } m < t_k \\
  a_{k,N-t_k} \varphi_2 & \text{for } m = t_k \\
  0 & \text{for } m > t_k'
\end{cases} \]  

(2.4.11b)

where

\[ \varphi_1 = \int_{-\infty}^{\infty} \psi(s) \psi^*[s + \delta_k T_c]ds, \quad \varphi_2 = \int_{-\infty}^{\infty} \psi(s) \psi^*[s - (1 - \delta_k)T_c]ds, \]  

(2.4.12)

and where we are accounting only for the contribution of the two chips from \( p_k(t - t_k) \) (or \( p_k[t + (T - t_k)] \)) centered next to the \( m \)th chip of \( p_1(t) \).

As an example, suppose that \( \psi(t) = 1/\sqrt{T_c} \) for \( 0 < t < T_c \) and is zero elsewhere (rectangular chips). Then, we have that

\[ p_{k,m}^+ = \begin{cases} 
  a_{k,m-t_k+1} \delta_k + a_{k,m-t_k} (1 - \delta_k) & \text{for } m > t_k \\
  a_{k,0} (1 - \delta_k) & \text{for } m = t_k \\
  0 & \text{for } m < t_k
\end{cases} \]  

(2.4.13a)

and

\[ p_{k,m}^- = \begin{cases} 
  a_{k,N-(t_k-m+1)} \delta_k + a_{k,N-(t_k-m)} (1 - \delta_k) & \text{for } m < t_k \\
  a_{k,N-1} \delta_k & \text{for } m = t_k \\
  0 & \text{for } m > t_k
\end{cases} \]  

(2.4.13b)

Note that except for \( m = t_k \), if \( p_{k,m}^+ \neq 0 \), then \( p_{k,m}^- = 0 \), and vice versa.

We therefore conclude that for both synchronous and asynchronous DS-CDMA, the received vector of chip matched-filter outputs during time \( i \) can be written as (2.4.5). For synchronous DS-CDMA, \( L = K \), and the vectors in the sum (2.4.5) are the spreading sequences assigned to the users. For asynchronous DS-CDMA, \( L \leq 2K - 1 \), and the vectors in the sum (2.4.5) are given by \( p_k^+ \) and \( p_k^- \).

### 2.4.2 Computation of MMSE Coefficients

As noted in Section 2.3, the optimal discrete-time filter for MMSE detection is not necessarily an FIR filter. Thus, in order to limit the complexity of the MMSE detector in this setting, it is desirable to truncate the number of taps in the TDL. To consider this issue, let us define an “extended” received vector

\[ \bar{r}_i^T = [r_i^T r_{i-M}^T r_{i-M+1}^T \ldots r_{i-1}^T \ldots r_{i+M}^T]. \]  

(2.4.14)
where \(2M + 1\) is the width of the truncated processing window to be considered. That is, \(\mathbf{r}_i\) consists of the vectors \(\mathbf{r}_{i-\cdots,M}, \mathbf{r}_{i+M}\) stacked on top of each other and has dimension \(N(2M + 1)\). Letting \(\mathbf{c}\) denote the vector of TDL coefficients, the output of the TDL at time \(iT\) can be written as
\[
d_i = \mathbf{c}^\dagger \mathbf{r}_i. 
\] (2.4.15)

The estimate of the transmitted symbol \(b_{i,1}\) can then be obtained by quantizing this output. In the case of binary transmissions \((b_{i,k} \in \{\pm 1\})\), the detected (uncoded) symbol is \(\hat{b}_{i,1} = \text{sgn}(d_i)\).

For the MMSE detector, the TDL coefficient vector is selected to minimize
\[
\text{MSE} = E\{|c^\dagger \mathbf{r}_i - b_{i,1}|^2\} = 1 + c^\dagger \mathbf{R} \mathbf{c} - 2\text{Re}\{c^\dagger \mathbf{p}_1\},
\] (2.4.16)

where
\[
\mathbf{p}_1^T = [0 \cdots 0 \mathbf{p}_1^T 0 \cdots 0],
\] (2.4.17)

with the number of zeros that precede or succeed \(\mathbf{p}_1^T\) equal to \(NM\); the covariance matrix \(\mathbf{R}\) is defined as
\[
\mathbf{R} = E[\mathbf{r}_i \mathbf{r}_i^T];
\] (2.4.18)

the noise samples at the output of the chip matched filter are white with variance \(\sigma_n^2\); we normalize \(E|b_{i,1}|^2 = 1\); and the transmitted symbols are assumed to be uncorrelated.

Selecting \(c\) to minimize the MSE gives
\[
\mathbf{c}_{\text{mmse}} = \mathbf{R}^{-1} \mathbf{p}_1
\] (2.4.19)

and
\[
\text{MMSE} = 1 - c_{\text{mmse}}^\dagger \mathbf{p}_1 = 1 - \mathbf{p}_1^\dagger \mathbf{R}^{-1} \mathbf{p}_1,
\] (2.4.20)

For synchronous DS-CDMA, we note that \(\mathbf{R}\) is a block-diagonal matrix, where each \(N \times N\) diagonal block is given by
\[
\mathbf{R}_N = \sum_{k=1}^K A_k^2 \mathbf{p}_k \mathbf{p}_k^T + \sigma_n^2 \mathbf{I}.
\] (2.4.21)

Consequently, the MMSE TDL coefficient vector, specified by (2.4.19), has the form
\[
\mathbf{c}_{\text{mmse}} = [0 \cdots 0 \mathbf{c}_N^T 0 \cdots 0],
\] (2.4.22)

where \(NM\) zeros precede and succeed the \(N\)-vector \(c_N^T = \mathbf{R}_N^{-1} \mathbf{p}_1\). We therefore conclude that for synchronous DS-CDMA, the MMSE detector consists of a chip

\(^5\text{The superscript } \dagger \text{ denotes the complex conjugate transpose.}\)
matched filter followed by a finite-length TDL that spans only one symbol (i.e., we can set $M = 0$ in (2.4.14)).

For asynchronous DS-CDMA, the MMSE TDL is no longer finite in general; however, we can still consider a truncated version that spans one symbol. This detector, assuming $T_c$-spaced taps and a front-end chip matched filter, is shown in Figure 2.8. The only difference between this "N-tap MMSE detector" and the conventional matched-filter detector is the way in which the TDL coefficients are selected. For the matched-filter detector, $c = a_1$ (the spreading coefficients for user 1), whereas for the MMSE detector,

$$c_{\text{mmse}} = R^{-1}p_1$$

where $R = R_N$ in (2.4.21). Note that in the absence of background noise, $R$ is singular if $L < N$. However, it is easily shown that any $c$ that satisfies $Rc = \tilde{p}_1$ minimizes MSE even in this singular case.

### 2.4.3 Geometric Interpretation

Throughout the rest of this section we focus for simplicity on the $N$-tap detector shown in Figure 2.8. The following discussion is easily generalized to account for a TDL that spans multiple symbol intervals. The vectors $p_1, \ldots, p_L$ that appear in the sum (2.4.21) are illustrated in Figure 2.9. The space spanned by these vectors is the signal subspace, denoted as $S$. The interference subspace, denoted as $S_i$, is the space spanned by $p_2, \ldots, p_L$. (We continue to assume that user 1 is the user of interest.) If $p_1, \ldots, p_L$ are linearly independent, then $S$ has dimension $L$, and $S_i$ has dimension $L - 1$.

We first observe that the MMSE solution $c$ must lie in $S$. Otherwise, we can write

$$c = c_s + c_s^\perp,$$

where $c_s \in S$ and $c_s^\perp$ is orthogonal to $S$. We then have that $p_k^\perp c_s^\perp = 0$ for each $k = 1, \ldots, K$, and $(c_s^\perp)^T r_i = (c_s^\perp)^T n_i$. We therefore conclude that the component $c_s^\perp$ in (2.4.24) adds a noise term to the filter output $d_\mu$ which increases the MSE. To minimize MSE, we must take $c_s^\perp = 0$. 

![Figure 2.8](image.png)
Because the MMSE solution $c_{\text{mmse}} \in S_i$ we can express $c_{\text{mmse}}$ as a linear combination of the signal vectors. Let $P$ denote the $N \times L$ matrix with columns $p_1, \ldots, p_L$. Then, from (2.4.5), we can write the received vector as

$$r_i = PAb_i + n_i,$$  \hspace{1cm} (2.4.25)

where $A = \text{diag}[A_1, A_2, \cdots, A_K]$ and $b_i^T = [b_{i,1}, b_{i,2}, \cdots, b_{i,K}]$. Now, define the $N \times K$ matrix $C$, where the $k$th column of $C$ is the vector of TDL coefficients used to demodulate user $k$. The first column of $C$ is therefore the vector $c$ used in (2.4.15) to demodulate user 1. From the previous discussion it follows that each column of $C_{\text{mmse}}$ can be expressed as a linear combination of the signal vectors. We therefore write $C = \Gamma \Gamma$, where $\Gamma$ is a $K \times K$ matrix; note that $C_k = PA_{\Gamma_k}$, where the subscript $k$ denotes the $k$th column of the matrix. The total MMSE summed over all $K$ users is

$$\text{MSE} = E\{|Cr_i - b_i|^2\} = \text{trace}\{(\Gamma^T P^T P \Gamma - I)(A^T P^T P \Gamma - I) + \sigma_n^2 \Gamma^T P^T P \Gamma\}$$  \hspace{1cm} (2.4.26)

and selecting $\Gamma$ to minimize this expression gives (cf., [129])

$$\Gamma = A[AP^T PA + \sigma_n^2]^{-1}.$$  \hspace{1cm} (2.4.27)
The matrix $P^TP$ is the cross-correlation matrix for the set of signal vectors $p_1, ..., p_K$. Since $c = P\Gamma$, this relation gives an alternative method to (2.4.23) for computing the MMSE solution $c_{\text{mmse}}$. When $K < N$ and the background noise is small, it is better to compute $c_{\text{mmse}}$ via (2.4.27) since the matrix $R_N$ defined by (2.4.21) is likely to be ill conditioned. Finally, we note that this expression is analogous to the expression (2.3.7) for the matrix (multiuser) discrete-time transfer function with a bank of front-end matched filters.

### 2.4.4 Zero-Forcing (Decorrelating) Solution

In analogy with the zero-forcing solution for the MIMO MMSE detector discussed in Section 2.3.2, it may be possible to choose the $N$-vector $c$ to completely remove multiple-access interference. From Figure 2.9 it is apparent that this zero-forcing, or decorrelating, solution is proportional to the orthogonal projection of the desired user vector $p_i$ onto the interference subspace $S_i$. Denoting the zero-forcing solution for $c$ as $c_{zf}$, the filter output is given by

$$d_i = c_{zf}^+ r_i = c_{zf}^+ (b_i, p_1 + n_i). \tag{2.4.28}$$

Namely, the output of the zero-forcing filter has only two components, one due to the desired signal and one due to background noise. Let $P_i$ denote the $N \times (K - 1)$ matrix with columns given by $p_2, ..., p_K$. The orthogonal projection of $p_i$ onto $S_i$ is denoted as

$$P_i^\perp = p_i - P_i (P_i^+ P_i)^{-1} (P_i^+ p_i), \tag{2.4.29}$$

and the zero-forcing solution is

$$c_{zf} = P_i^\perp / \eta, \tag{2.4.30}$$

where the scale factor $1/\eta$ is selected so that $|c_{zf}^+ p_i| = |b_i| = 1$. (The quantity $\eta$ is known as the near-far resistance and has special significance, as explained later.) It is easily shown that $(P_i^\perp)^+ P_i = \|P_i^\perp\|^2$, so that $\eta = \|P_i^\perp\|^2$.

It is apparent from Figure 2.9 that the zero-forcing solution for $c$ exists provided that $p_i$ is not contained in $S_i$. In that case, the dimension of the signal subspace $S$ must be no greater than $N$. If the vectors $p_1, ..., p_K$ are linearly independent, then we must have $L \leq N$. For synchronous DS-CDMA, this implies that the number of users $K \leq N$, and for asynchronous DS-CDMA, $2K - 1 \leq N$. Of course, even if this latter condition does not hold (as in a heavily loaded cellular system), the MMSE solution is still well defined. (Also, the addition of receiver diversity allows one to increase $K$ beyond this bound, as is discussed below.) As $K$ increases, the performance of the MMSE detector improves relative to the zero-forcing solution.
2.4.5 Asymptotic Behavior of the MMSE Solution

Here, we examine the behavior of the MMSE solution as (i) the noise level diminishes to zero and (ii) the interferers increase in energy. If the noise variance $\sigma_n^2 = 0$, then we observe that the zero-forcing solution, assuming it exists, gives zero MSE. We therefore conclude that the MMSE solution converges to the zero-forcing solution as $\sigma_n^2 \to 0$. It can be shown by matrix manipulations that the zero-forcing solution (2.4.30) is equivalent to the preceding expressions (2.4.23) and (2.4.27), where the noise variance $\sigma_n^2 = 0$.

Now consider what happens as user $k$'s amplitude $A_k \to \infty$. It is easily seen that $c_{\text{mmse}}^T p_k \to 0$. Otherwise, we would have $(c_{\text{mmse}}^T p_k)^2 > c > 0$, which implies $(A_k c_{\text{mmse}}^T p_k)^2 > c A_k^2$. As $A_k \to \infty$, (2.4.16) implies that MSE $\to \infty$, which contradicts the fact that MMSE $\leq 1$ (i.e., $c = 0$ gives MSE $= 1$). In fact, it can be shown that

$$\lim_{A_k \to \infty} (A_k c_{\text{mmse}}^T p_k) = 0,$$

which implies that as $A_k \to \infty$, the contribution to the MSE from user $k$ diminishes to zero [51, 82].

To generalize (2.4.31), if $A_k \to \infty$ for $k$ in some subset $K_s$, then (2.4.31) applies for each $k \in K_s$ (assuming $c$ has enough degrees of freedom to suppress these interferers). If the set $K_s$ contains all $K - 1$ interferers, then clearly $c_{\text{mmse}} \to \kappa p_i^\perp$, where $\kappa$ is a constant. Substituting for $c_{\text{mmse}}$ in (2.4.28) and selecting $\kappa$ to minimize MSE gives $\kappa = 1/(\eta + \sigma_n^2)$. We therefore conclude that as the interfering amplitudes $A_k \to \infty$, $k \neq 1$,

$$c_{\text{mmse}} \to \frac{p_i^\perp}{\eta + \sigma_n^2}, \quad \text{MMSE} \to \frac{\sigma_n^2}{\eta + \sigma_n^2}.$$  (2.4.32)

Note that the filter $c_{\text{mmse}}$ gives a biased estimate of $b_{i,1}$.

2.4.6 Performance Measures

In addition to MMSE, two other performance measures of interest are signal-to-interference-plus-noise ratio (SINR) and error probability. The SINR is defined to be the ratio of the desired signal power to the sum of the powers due to noise and multiple-access interference at the output of the filter $c$. That is,

$$\text{SINR} = \frac{(c^T p_i)^2}{\sum_{k=2}^L A_k^2 (c^T p_k)^2 + \sigma_n^2 ||c||^2}.$$  (2.4.33)
It can be shown that the MMSE solution $c$ also maximizes the SINR and that this maximum SINR is

$$
\frac{c_{\text{mmse}}^\dagger p_1}{1 - c_{\text{mmse}}^\dagger c_{\text{mmse}}} = \frac{1}{\text{MMSE}} - 1.
$$

To study the error probability, we restrict attention to the case in which all users transmit binary, equally probable symbols. In this case, we have $Pr\{\hat{b}_1 \neq b_1\} = Pr\{\hat{b}_1 \neq b_1 | b_1 = 1\}$. Conditioning on all users’ symbols and assuming white Gaussian noise gives

$$
P_e^{\text{cl}|b}(b) = P(\hat{b}_1 \neq b_1 | b, b_1 = 1) = Q\left(\frac{c_1^\dagger p_1 + \sum_{k=2}^{K} b_k A_k(c_{\text{mmse}}^\dagger p_k)}{\sigma_n \|c\|}\right),
$$

where $Q(x) = (2\pi)^{-1/2} \int_{x}^{\infty} e^{-t^2/2} dt$. The average error probability is then obtained by averaging (2.4.35) over the distribution for the bit vectors $b$, i.e., $P_e = \mathbb{E}[P_e^{\text{cl}|b}]$.

Two additional performance measures related to the asymptotic performance discussed in the preceding section are asymptotic efficiency and near-far resistance. Let $P_e(\sigma_n)$ denote the average error probability for a specific detector as a function of the noise variance $\sigma_n^2$. The asymptotic efficiency of the detector is then defined in [119, 120] as

$$
\gamma = \sup_{\sigma_n \to 0} \left\{ \kappa : \lim_{\sigma_n \to 0} P_e(\sigma_n)/Q(\sqrt{\kappa A_1}/\sigma_n) > 0 \right\}
$$

and is a limiting measure, as the noise tends to zero, of how well the detector performs in the presence of MAI relative to optimal performance in the absence of MAI. Larger values of $\gamma$ correspond to more effective MAI suppression. The near-far resistance of the detector is defined in [119] as

$$
\eta = \inf_{A_2, \ldots, A_L} \gamma.
$$

That is, the near-far resistance is the asymptotic efficiency evaluated for worst case interference energies and is a measure of the robustness of the detector with respect to variations in the received interference energies.

As $\sigma_n \to 0$, the error probability for the MMSE TDL detector satisfies

$$
\lim_{\sigma_n \to 0} \frac{P_e(\sigma_n)}{Q(\|p_1^\dagger\|/\sigma_n)} = \lim_{\sigma_n \to 0} \frac{\min_b P_e^{\text{cl}|b}(\sigma_n)}{Q(\|p_1^\dagger\|/\sigma_n)} = 1.
$$
The asymptotic efficiency of the MMSE detector is therefore $\| \mathbf{p}_l^\perp \|^2$. Since this quantity is independent of the energies of the interference vectors, we also have that

$$\eta = \| \mathbf{p}_l^\perp \|^2.$$  \hspace{1cm} (2.4.39)

That is, the near-far resistance of the MMSE detector considered is the squared norm of the component of the desired signal vector that is orthogonal to the space spanned by the interference vectors. From (2.4.39), it is clear that if $\eta > 0$, then the desired vector is not contained in the interference subspace $\mathbf{S}_I$, which in turn implies that the number of vectors contributed by the users $L \leq N$.

From the discussion in Section 2.4.4, we observe that the near-far resistance is closely related to the zero-forcing solution. Specifically, the zero-forcing solution is given by (2.4.30), which includes $\eta$ as a scale factor. Also, it is easily shown that the MSE corresponding to the zero-forcing solution is

$$\text{MSE}_{zf} = \frac{\sigma_n^2}{\eta},$$  \hspace{1cm} (2.4.40)

so that the noise enhancement associated with the zero-forcing detector is $1/\eta$. Note that $0 \leq \eta \leq 1$ implies that $\sigma_n^2 \leq \text{MSE}_{zf} \leq \infty$. In particular, if $\mathbf{p}_l$ lies in the space spanned by the interferers (i.e., if $\text{rank}(\mathbf{S}_I) > N$), then $\eta = 0$ and $\text{MSE}_{zf} = \infty$.

### 2.4.7 Space-Time Filtering

It is conceptually straightforward to extend the preceding discussion to combined space-time filtering. Given multiple receiver antennas, the MMSE linear filter for user $k$ is shown in Figure 2.6 (for two antennas) and consists of a chip matched filter and TDL for each antenna. The TDL outputs are simply added together to form the symbol estimate. To compute the TDL coefficients in terms of the received samples on each branch, we define $\mathbf{r}_i^{(m)}$ as the $N \times 1$ received vector of chip matched filter outputs for symbol $i$ on branch $m$. Then, $\bar{\mathbf{r}}_i$ is the $(MN) \times 1$ vector consisting of $\mathbf{r}_i^{(1)}, \ldots, \mathbf{r}_i^{(M)}$ stacked on top of each other. (This extension assumes $1/T_c$ sampling and that each TDL spans a single symbol. The generalizations to other sampling rates and to multisymbol TDLs are straightforward.)

Let $\mathbf{c}^{(k)}$ be the vector of TDL coefficients associated with the $k$th branch. As before, the filter output can be expressed as

$$d_i = \bar{\mathbf{c}}^\dagger \bar{\mathbf{r}}_i,$$  \hspace{1cm} (2.4.41)

where $\bar{\mathbf{c}}$ is the $(MN) \times 1$ vector of TDL coefficient vectors $\mathbf{c}^{(1)}, \ldots, \mathbf{c}^{(M)}$ stacked on top of each other. The preceding expressions for the MMSE coefficients, zero-forcing solution, and performance measures can therefore be directly applied to this situation. Note, in particular, that with $M$ antennas, a necessary condition for the exis-
tence of the zero-forcing solution is that the number of "effective" users $L < MN$. For asynchronous DS-CDMA ($L = 2K - 1$), adding an additional antenna therefore increases the number of strong interferers that can be (completely) suppressed by approximately $N/2$.

Increasing the amount of spatial diversity leads to a substantial increase in system capacity, but at the expense of additional complexity. Specifically, analog front-end filtering, as well as conversion to baseband (if necessary), is needed for each antenna element. The number of TDL coefficients also increases from $N$ to $MN$, which can adversely affect the performance of the adaptive algorithms discussed in the next section.

### 2.4.8 Effect of Multipath

Multipath is discussed in more detail in Section 2.6. For now, recall from Chapter 1 that reflections of the transmitted signal off surrounding objects cause the received signal to consist of the sum of weighted and delayed versions of the transmitted signals:

$$ r(t) = \sum_{k=1}^{K} \sum_{m=1}^{M_k} \alpha_{k,m} A_k b_i b_k (t - iT - \tau_{k,m}) + n(t), $$(2.4.42)

where $M_k$ is the number of paths associated with user $k$, and $\tau_{k,m}$ and $\alpha_{k,m}$ are respectively the delay and the (complex) coefficient associated with path $m$ for user $k$. (Without loss of generality, we assume that $\tau_{k,m} \geq 0$, $m = 1, \ldots, M$; $k = 1, 2, \ldots, K$.)

We can write the sampled received vector $r_i$ defined earlier as

$$ r_i = \sum_{k=1}^{K} A_k \left[ \sum_{m=1}^{M_k} \alpha_{k,m} (b_i b_k^+ (m) + b_{i-1,k} b_k^- (m)) \right] + n_r $$

(2.4.43)

where $p_k^+$ and $p_k^-$ contain the chip matched-filter output samples within the time window spanned by $r_i$ in response to the inputs $p_i (t - \tau_{k,m})$ and $p_i (t + T - \tau_{k,m})$, respectively. According to the discussion in Section 2.4.1, the vectors $p_{k,m}^+$ and $p_{k,m}^-$ can be computed according to (2.4.11), where $\tau_{k,m}$ replaces $\tau_k$.

Note that we can rewrite (2.4.43) as

$$ r_i = \sum_{k=1}^{K} A_k (b_i b_k^+ + b_{i-1,k} b_k^- ) + n_r $$

(2.4.44)

where

$$ p_k^+ = \sum_{m=1}^{M_k} \alpha_{k,m} p_k^+ (m). $$

(2.4.45)
Consequently, the received vector can once again be expressed as (2.4.5), where the vectors in the sum are computed according to (2.4.11) and (2.4.45). The MMSE and zero-forcing solutions for \( \mathbf{c} \) and performance measures previously discussed can then be directly applied. For DS-CDMA applications, it is typically assumed that the path delays for user 1, \( \tau_{1,m} \) for \( m = 1, \ldots, M_1 \), span at most a few chips. The intersymbol interference due to the multipath vectors \( \mathbf{p}_1^- (m) \) is then quite small and is typically ignored.\(^6\)

To summarize the preceding discussion, when multipath is present, the geometric interpretation represented by Figure 2.9 applies, where the signal vectors are the received vectors, including the effect of multipath. We therefore conclude that the MMSE solution coherently combines all multipath within the window spanned by the filter \( \mathbf{c} \). Of course, this interpretation applies in practice only when the MMSE solution can be accurately estimated. That is, the estimation algorithm must be able to compensate for the changing multipath amplitudes and phases of all strong users. Techniques for performing combined, linear, multiuser detection and channel tracking are developed in [85], [126], and [127]. These methods are discussed briefly below.

### 2.5 Adaptive Algorithms

The expressions for the MMSE vector \( \mathbf{c} \) given in the preceding section, (2.4.19) and (2.4.27), give the impression that the MMSE receiver requires explicit knowledge of all user and channel parameters (i.e., spreading sequences, relative timing, phase, amplitudes, and multipath parameters). In this section, we show that the MMSE solution for \( \mathbf{c} \) can be accurately estimated without this knowledge. In fact, if the user and channel parameters are time-invariant, then the algorithms in this section can estimate \( \mathbf{c}_{\text{mmse}} \) to arbitrary accuracy (given a sufficient number of received vectors \( \mathbf{r}_j \)).

The adaptive algorithms in this section require either (i) a training sequence of transmitted symbols, which are known to the receiver for initial adaptation or (ii) accurate knowledge of the received vector corresponding to the desired user (\( \mathbf{p}_1 \)) and associated timing. In the absence of multipath, the latter knowledge, which is simply the spreading code of the desired user and associated timing, is also required by the matched-filter receiver. When multipath is present, the received vector can be processed by a RAKE receiver [90, Ch. 7].

\(^6\)In high-data-rate systems, such as arise in some indoor wireless applications, ISI can be significant. ISI is also severe in underwater acoustic transmission systems, as developed in Chapter 8. Linear detection techniques for dealing jointly with ISI and MAI in such situations are discussed in detail in Chapter 3 and the references therein; see also [89] and [130].
Three categories of adaptive algorithms are presented herein. The first category consists of the conventional stochastic gradient and least squares algorithms well known in adaptive filtering [25, 32]. These have been applied to obtain MMSE symbol estimates for DS-CDMA in [5, 58, 92]. (Prior to that, MMSE estimation applied to DS-CDMA was considered in [133].) Application of these techniques to narrowband TDMA systems with co- and adjacent-channel interference is reported in [47, 48]. The algorithms in the second category are “blind” in the sense that a training sequence is not required. Instead, knowledge of the received vector \( \mathbf{p} \) and associated timing is assumed. Finally, the algorithms in the third category are “subspace” algorithms, in which each received vector \( \mathbf{r} \) is projected onto a lower-dimensional subspace. These techniques are potentially useful when the dimension of the received vectors is much greater than the dimension of the signal subspace. This may be the case when (i) the processing gain is very large relative to the number of users, (ii) an adaptive antenna array is available with TDLs on each branch, or (iii) the filter \( \mathbf{c} \) spans multiple symbol intervals.

### 2.5.1 Stochastic Gradient Algorithm

The stochastic gradient or LMS (least mean squares) algorithm has been successfully applied to many signal processing applications such as noise cancellation, equalization, echo cancellation, and adaptive beamforming [25, 32]. The approach to adaptive interference suppression presented here is, in fact, analogous to adaptive equalization for single-user channels. The main difference between the two applications is that for adaptive equalization, the TDL must span multiple symbols to suppress intersymbol interference (ISI), but can have as few as one tap per symbol. In contrast, for interference suppression, the TDL must have multiple taps per symbol but can span a single symbol interval. Of course, a TDL that spans multiple symbols with multiple taps per symbol can suppress both ISI and multiple-access interference.

Let \( \mathbf{c}_i \) denote the TDL vector at symbol time \( i \). The LMS algorithm for updating \( \mathbf{c}_i \) is given by

\[
\mathbf{c}_i = \mathbf{c}_{i-1} + \mu \mathbf{e}_i^* \mathbf{r}_i
\]  

(2.5.1)

where

\[
\mathbf{e}_i = \mathbf{b}_{i,1} - \mathbf{c}_{i-1}^* \mathbf{r}_i
\]  

(2.5.2)

is the estimation error at time \( i \), and \( \mu \) is a constant step size, which controls the trade-off between convergence speed and excess MSE due to random coefficient fluctuations about the mean. Because the LMS algorithm (2.5.1) assumes knowledge of the symbols \( b_{i,1} \), it must be implemented as a supervised or decision-directed algorithm. In
practice, $b_{i,1}$ must be generated via a training sequence for initial adaptation (supervision), after which the symbol estimates $\hat{b}_{i,1}$ are used (decision direction).

There have been numerous analyses of the convergence properties of the LMS algorithm (e.g., see [25, 32]). A detailed analysis of this algorithm for the DS-CDMA interference suppression application considered here is given in [59] (see also [31]). A summary of the main results, given a stationary set of interferers and channels, is as follows.

1. Assuming that the received vector $\mathbf{r}_i$ is statistically independent\(^7\) from past vectors $\mathbf{r}_{m<i}$, for each $i$, it can be shown that

$$\delta \mathbf{c}_i = (\mathbf{I} - \mu \mathbf{R}) \delta \mathbf{c}_{i-1},$$

(2.5.3)

where $\delta \mathbf{c}_i = E\{\mathbf{c}_i\} - \mathbf{c}_{\text{mmse}}$. The mean coefficient vector therefore converges exponentially to $\mathbf{c}_{\text{mmse}}$ according to $N$ normal modes. The time constant associated with the $n$th mode is $1 - \mu \lambda_n$, where $\lambda_n$ is the $n$th eigenvalue of $\mathbf{R}$.

2. An approximate analysis shows that the MSE remains bounded provided that the step-size

$$\mu < \frac{2}{\text{trace}(\mathbf{R})}.$$  

(2.5.4)

If $\mathbf{R}$ is given by (2.4.21), then

$$\text{trace}(\mathbf{R}) = \sum_{k=1}^{K} A_k^2 + N\sigma_n^2.$$ 

(2.5.5)

3. The asymptotic MSE achieved with the LMS algorithm is greater than the MMSE due to random coefficient fluctuations about the mean. Denoting the MMSE as $\varepsilon_{\text{min}}$ the excess MSE due to these fluctuations can be approximated as

$$\varepsilon_{\text{ex}} = \varepsilon_{\text{min}} \frac{\mu \text{trace}(\mathbf{R})}{1 - \frac{\mu}{2} \text{trace}(\mathbf{R})},$$

(2.5.6)

where $\text{trace}(\mathbf{R})$ is given by (2.5.5).

To interpret the preceding results, suppose that the vectors $\mathbf{p}_1, \ldots, \mathbf{p}_K$ in the sum (2.4.5) are orthonormal. In that case, each of these vectors $\mathbf{p}_k$ is an eigenvector\(^7\)This independence assumption holds for synchronous DS-CDMA but not for asynchronous DS-CDMA. Nevertheless, even for asynchronous DS-CDMA, it gives substantial insight.

\(^7\)
of \( R \) with associated eigenvalue \( \lambda_k^2 + \sigma_n^2 \). The remaining eigenvectors of \( R \) form a basis for the \( N - K \) dimensional subspace that is orthogonal to the signal space. Each of these eigenvectors is associated with eigenvalue \( \sigma_n^2 \). If \( L < K \), then there are \( N - K \) modes of convergence for \( E[c_i] \) associated with exponential decay factor \( 1 - \mu \sigma_n^2 \). Typically, \( \sigma_n^2 \) is very small, so that convergence associated with these modes is very slow. If \( c_i \) is in (or close to) the signal space, then this slow convergence is no problem since the dominant modes of convergence lie in the signal space. However, if \( c_i \) lies outside the signal space (such as when the filter has converged to a set of users and a user subsequently departs), then the excess MSE due to the component of \( c_i \) outside the signal space can take a very long time to disappear.

We also note from the preceding discussion that the LMS algorithm is adversely affected by a near-far situation in which \( \lambda_k \) is very large. Namely, there will be a slow mode corresponding to an exponential decay factor approximately equal to \( 1 - \mu / \lambda_k^2 \). Also, note that according to (2.5.4) and (2.5.5), the larger the interfering amplitudes, the smaller \( \mu \) must be for stability. To ensure that \( \mu \) satisfies the stability condition (2.5.4) in the presence of a changing interference environment, it is useful to normalize the step size by an estimate of the input power. Specifically, \( \mu \) in (2.5.1) can be replaced by \( \bar{\mu} = \mu / \hat{\zeta}(i) \), where

\[
\hat{\zeta}(i) = w\hat{\zeta}(i-1) + (1-w)\| r_i \|^2
\]

is a moving average estimate of the input energy, and \( w \) is the averaging constant.  

### 2.5.2 Least Squares (LS) Algorithm

An alternative to the stochastic gradient method is to choose the vector \( c_i \) to minimize the least squares (LS) cost function

\[
\varepsilon_{ls}(i) = \sum_{n=0}^{i} w^{i-n} |d_n - \hat{b}_{n,1}|^2, \tag{2.5.8}
\]

where \( d_n = c^T r_n \) and \( 0 < w < 1 \) is an exponential weighting factor that discounts past data. This weighting is important in nonstationary environments where the vector \( c_i \) is computed at each iteration \( i \). The LS solution for \( c_i \) is

\[
c_i = \hat{R}_i^{-1} \hat{p}_{i,1}, \tag{2.5.9}
\]

where

\[
\hat{R}_i = \sum_{n=0}^{i} w^{i-n} r_n r_n^T \tag{2.5.10}
\]
and

\[
\hat{p}_{i,1} = \sum_{n=0}^{i} w^{i-n} b_{i,1}^* r_n
\]  

(2.5.11)

Note that \(\hat{R}_i\) and \(\hat{p}_{i,1}\) are estimates of \(R\) and \(p_i\), respectively. In the absence of noise, it is possible for \(\hat{R}_i\) to be singular. In that case, any solution to the set of linear equations \(\hat{R}_i c_i = \hat{p}_{i,1}\) minimizes the LS cost function \(e_{ls}(i)\).

The LS criterion is deterministic, as opposed to the stochastic gradient cost criterion (MSE), which is defined in terms of a statistical expectation. In general, LS algorithms converge much faster than do stochastic gradient algorithms but are more complex to implement. Specifically, if the signal vectors \(p_i, \ldots, p_l\) are linearly independent and \(L < N\), then in the absence of noise, the LS solution for the vector \(c_i\) gives \(e_{ls}(i) = 0\) for \(i > L\), provided that the received vectors \(r_0, \ldots, r_{L-1}\) used to compute \(c\) from (2.5.9) are linearly independent. (This implies that the MSE is zero as well.)

A precise analysis of the convergence properties of the LS algorithm in the presence of noise is quite difficult; however, a useful rule of thumb is that it typically takes approximately \(2N\) iterations for the LS algorithm to converge (again assuming stationary noise and interference), where \(N\) is the filter order. In contrast, the stochastic gradient algorithm typically takes between 5 to 10 times longer to reach steady-state performance, assuming the spread in eigenvalues of the matrix \(R\) is relatively small. Because the convergence rate of the LS algorithm is insensitive to this eigenvalue spread, a large eigenvalue spread, corresponding to a near-far situation, will lead to a more dramatic difference in performance. Some numerical examples that compare the performance of LS and LMS adaptive algorithms are presented in Section 2.5.5.

A recursive LS (RLS) algorithm computes the LS solution \(c_i\) for each \(i\). In this case, the matrix inverse \(\hat{R}_i^{-1}\) can be propagated in time by using the matrix inversion lemma:

\[
\hat{R}_i^{-1} = \hat{R}_{i-1}^{-1} - \frac{g_i g_i^*}{1 + (r_i^* g_i)},
\]

(2.5.12)

where \(w = 1\) and

\[
g_i = R_{i-1}^{-1} r_i.
\]

(2.5.13)

The vector \(\hat{p}_{i,1}\) can also be updated recursively as

\[
\hat{p}_{i,1} = w \hat{p}_{i-1,1} + b_{i,1}^* r_i.
\]

(2.5.14)

Although the matrix inversion lemma substantially reduces the complexity of a recursive LS (RLS) algorithm, the update (2.5.12) is sensitive to numerical roundoff
errors and must therefore be closely monitored or stabilized in some manner. Also, the basic complexity per update is $O(N^2)$ for RLS, as compared with $O(N)$ for LMS. (The complexity of RLS can be mitigated through parallelization, as discussed below.) As with the LMS algorithm, the RLS algorithm defined by (2.5.9), (2.5.12)–(2.5.14) requires estimates of the symbols $\{b_{i,1}\}$. This estimate can be accomplished initially through a training sequence and, subsequently, by switching to decision-directed mode.

Rather than compute $c_i$ for each $i$, it is also possible to update $c_i$ periodically by means of the most recently received data vectors. Specifically, a block LS algorithm computes $c_i$ every $B$ iterations, using the data vectors $r_{i-B+1}, \ldots, r_i$. An iterative method for obtaining the estimates $b_{i,1}$ in decision-directed mode is described in [29]. The results in [29] indicate that this type of block decision-directed algorithm can sometimes perform significantly better than the RLS algorithm with exponential weighting.

### 2.5.3 Orthogonally Anchored (Blind) Algorithms

The decision-directed algorithms presented in the preceding section generally require reliable symbol estimates. Numerical results indicate that the performance of these algorithms begins to degrade when the error rate exceeds 10% [29, 33]. Much higher error rates sustained over many symbols can potentially cause the algorithm to lose track of the desired user. For a mobile wireless channel, this situation can occur when the desired user experiences a deep fade or when a strong interferer suddenly appears. It is therefore desirable to have an adaptive algorithm that does not require symbol estimates. We refer to such an algorithm as a “blind” adaptive algorithm.

An approach to blind adaptation, which was presented in [31], is illustrated in Figure 2.10. The vector $c$ at time $i$ is expressed as

$$c_i = p_i + w_i,$$  \hspace{1cm} (2.5.15)

![Figure 2.10](image-url)  
**Figure 2.10** Orthogonally anchored adaptive filter.
where \( w_i \) is constrained to be orthogonal to \( p_i \) for all \( i \). The filter output is then

\[
d_i = c_i^T r_i = b_{i,1} + \sum_{k=2}^{L} A_k [p_1 + w_i]^T p_k + (c_i^T n),
\]

(2.5.16)

where it is assumed that \( A_1 ||p_1||^2 = 1 \). Note that \( w_i \) affects only the interference and noise at the output. Selecting \( w_i \) to minimize the output variance \( E\{|d_i|^2\} \) therefore minimizes the output interference plus noise energy. In fact, the output MSE is (again, we normalize \( E\{|b_{i,1}|^2\} = 1 \))

\[
E\{|b_{i,1} - d_i|^2\} = 1 + E\{|d_i|^2\} - 2 \text{Re}\{(p_i + w_i)^T p_i\}
= E\{|d_i|^2\} - 1
\]

(2.5.17)

since

\[(p_i + w_i)^T p_i = c_i^T p_i = 1.\]

(2.5.18)

We therefore conclude that selecting \( w_i \) to minimize the output variance \( E\{|d_i|^2\} \) also minimizes output MSE. Minimizing the output variance does not require knowledge of the symbol estimates \( b_{i,1} \), although it does require knowledge of the desired user’s vector \( p_i \) (and associated timing). This minimum variance technique is analogous to the minimum variance technique in adaptive beamforming where the direction of arrival of the desired signal is known [41].

The minimum variance vector \( c_{\text{mv}} \) can be derived by defining the Lagrangian

\[
L(c) = E\{|d_i|^2\} - \bar{\xi} c_i^T p_i,
\]

(2.5.19)

where \( \bar{\xi} \) is the Lagrange multiplier, and setting the gradient with respect to \( c \) equal to zero. This gives

\[
c_{\text{mv}} = \bar{\xi} R^{-1} p_i = \bar{\xi} c_{\text{mvse}},
\]

(2.5.20)

where

\[
\bar{\xi} = E\{|c_{\text{mv}}^T r_i|^2\} = \frac{1}{p_i^T R^{-1} p_i}
\]

(2.5.21)

is the constrained minimum output variance. If the signal vectors \( p_1, \ldots, p_L \) are orthogonal and \( L < N \), then the mean output energy is \( \bar{\xi} = 1 + \sigma_i^2 \).

Both stochastic gradient and LS adaptive algorithms can be derived based on the preceding minimum variance approach. Before deriving the stochastic gradient algorithm, we note that the constrained, minimum-variance cost function is the intersection of the quadratic form \( |c_i^T p_i|^2 \) with the hyperplane defined by (2.5.18). This cost function has a unique global minimum, which can be found by gradient search.
Taking the gradient of the output energy with respect to $w_i$ gives
\[ \nabla_{w_i}(E[|d_i|^2]) = 2 \text{Re}(E[d_i^* r_i]). \] (2.5.22)

To obtain the stochastic gradient algorithm, we drop the expectation and take the orthogonal projection with respect to $p_i$, which gives
\[ d_i^*(r_i - z_{mf}^*(i)p_i), \] (2.5.23)

where
\[ z_{mf}^*(i) = p_i^* r_i \] (2.5.24)
is the matched-filter output. The orthogonally anchored stochastic gradient algorithm is therefore
\[ w_i = w_{i-1} - \mu d_i^*[r_i - z_{mf}^*(i)p_i]. \] (2.5.25)

The convergence properties of the algorithm (2.5.25) are analyzed in [31]. The main results, which parallel the results for the LMS algorithm in Section 2.3.1, are summarized as follows.

1. Defining
\[ \delta c_i = c_i - c_{mv} \] (2.5.26)
and assuming that the received vector $r_i$ is statistically independent from past vectors $r_m$, $m < i$, for each $i$, it can be shown that
\[ \delta c_i = (I - \mu R_{rv}) \delta c_{i-1}, \] (2.5.27)
where
\[ v_i = (I - p_i^* p_i^*) r_i \] (2.5.28)
and
\[ R_{rv} = E[v_{r}^* v_{r}] = (I - p_i p_i^*) R. \] (2.5.29)
The mean coefficient vector therefore converges exponentially to $c_{mv}$ according to $N$ normal modes, associated with the eigenvalues of $R_{rv}$.

2. An approximate analysis shows that the MSE remains bounded provided that the step size satisfies (2.5.4).

3. The excess MSE, defined as the asymptotic MSE minus the MSE associated with $c_{mv}$, can be approximated as
\[ \xi_{ex} = \xi_{min} \frac{\mu}{2} \frac{\text{trace}(R_{rv})}{1 - \frac{\mu}{2} \text{trace}(R_{rv})}, \] (2.5.30)
where

$$\text{trace}(R_{\nu\nu}) = \sum_{k=1}^{K} A_k^2 (1 - \rho_{1k}^2) + (N-1) \sigma_n^2$$  \hspace{1cm} (2.531)

and \( \rho_{1k} = \mathbf{p}_1^T \mathbf{p}_k \).

If the vectors \( \mathbf{p}_1, \ldots, \mathbf{p}_L \) in the sum (2.4.5) are orthonormal, then each of these vectors is an eigenvector of \( R_{\nu\nu} \). The eigenvalue associated with \( \mathbf{p}_1 \) is zero, whereas the eigenvalue associated with \( \mathbf{p}_k, k > 1 \) is \( A_k^2 + \sigma_n^2 \). The remaining eigenvectors of \( \mathbf{R} \) form a basis for the \( N-K \) dimensional subspace that is orthogonal to the signal space. Each of these eigenvectors is associated with eigenvalue \( \sigma_n^2 \).

Given orthogonal signal vectors, the eigenvalues of \( R_{\nu\nu} \) are nearly the same as those for \( \mathbf{R} \). The convergence of the mean coefficient vector should therefore be similar for both the minimum variance and standard LMS algorithms, given the same step size \( \mu \). However, the excess MSE given by (2.5.30) is substantially larger than the corresponding MSE for the LMS algorithm (2.5.6). Specifically,

$$\frac{\xi_{(mv)}}{\xi_{(ms)}} = \frac{\xi_{\min}}{\xi_{\min}}.$$  \hspace{1cm} (2.5.32)

When the signal vectors are approximately orthogonal, it is easily shown that

$$\frac{\xi_{\min}}{\xi_{\min}} = (1 + \sigma_n^2) \cdot \frac{1 + \sigma_n^2}{\sigma_n^2},$$  \hspace{1cm} (2.5.33)

which can be quite large. Consequently, the blind algorithm (2.5.25) is quite "noisy," and it is best to switch to a decision-directed algorithm once reliable symbol estimates are available.

An LS minimum-variance, adaptive algorithm is obtained by selecting \( \mathbf{c}_i \) to minimize the cost function

$$V(i) = \sum_{n=0}^{i} w_{i-n} |c_i^T r_i|^2,$$  \hspace{1cm} (2.5.34)

subject to the constraint \( c_i^T \mathbf{p}_i = 1 \). The solution is given by

$$c_i = \frac{\hat{c}_i \hat{R}_i^{-1} \mathbf{p}_i}{\hat{s}_i},$$  \hspace{1cm} (2.5.35)

where \( \hat{R}_i \) is given by (2.5.10), and

$$\hat{s}_i = (\mathbf{p}_i^T \hat{R}_i^{-1} \mathbf{p}_i)^{-1}.$$  \hspace{1cm} (2.5.36)

The LS solution for \( \mathbf{c}_i \) therefore has the same form as (2.5.20), where expectations are replaced by time averages.
It is interesting to compare the minimum variance LS solution (2.5.35) with the decision-directed LS solution (2.5.9). The only differences are (i) the scale factor \( \hat{\zeta}_i \) appears in (2.5.35), and (ii) \( \hat{p}_i \) in (2.5.9) is replaced by \( p_i \) in (2.5.35). If the magnitude of \( b_{i,1} \) is constant for each \( i \), which corresponds to phase modulation, then the scale factor \( \hat{\zeta}_i \) in (2.5.35) is irrelevant. That is, omitting \( \hat{\zeta}_i \) does not affect the error rate. In that case, replacing \( \hat{p}_i \) by \( p_i \) is the only real difference between the minimum variance and decision-directed LS algorithms. As a first-order approximation, the minimum variance LS algorithm performs the same as the decision-directed LS algorithm.

Both block and RLS versions of the minimum variance LS algorithm are possible, depending on how often the matrix \( \hat{R}^{-1}_i \) is updated. The matrix inversion lemma can again be applied to the RLS version to reduce the amount of computation.

A potential problem with the minimum variance approach is that the vector \( p_i \) that appears in the adaptive algorithm may not be exactly equal to the received vector contributed by user 1. This problem may be due to unknown multipath or other types of distortion. This type of receiver mismatch can cause a substantial degradation in performance due to suppression of the desired signal.

To illustrate the mismatch problem, suppose that the actual received vector contributed by user 1 is \( p_1 \), but that the receiver uses the mismatched estimate \( \hat{p}_1 \). These two vectors are shown in Figure 2.11. According to Figure 2.11, it is possible to choose a vector \( w \), which is orthogonal to \( \hat{p}_1 \), and such that \( \hat{p}_1 + w \) is orthogonal to \( p_1 \). Consequently, with mismatch, the minimum variance approach attempts to suppress the desired signal down to the level of the interference.

Figure 2.11 indicates that the closer \( \hat{p}_1 \) is to \( p_1 \), the longer \( w \) must be to suppress the desired signal. Consequently, one way to mitigate the effect of mismatch is to constrain the length of the vector \( w \). Referring to Figure 2.11, let \( \theta_k \) denote the angle between \( \hat{p}_k \) and \( p_k \), and let \( \theta \) denote the angle between \( \hat{p}_1 \) and \( p_1 \). Typically, we expect that \( \theta_k \gg \theta \). As shown in Figure 2.11, \( ||w|| \) corresponding to the \( w \) needed to suppress \( p_1 \) is much less than \( ||w|| \) corresponding to the \( w \) needed to suppress the desired signal. We can therefore mitigate the effect of mismatch by incorporating the constraint

\[
||w_i||^2 < \chi, \tag{2.5.37}
\]

where \( \chi \) is a constant, into the adaptive algorithm. From the preceding discussion, a reasonable choice for \( \chi \) is the length of \( w \) needed to suppress the user \( k \) corresponding to the smallest value of \( \theta_k \). Further discussion and numerical results illustrating how the choice of \( \chi \) affects the performance of the minimum variance approach are given in [31].

The constraint (2.5.37) is easily incorporated into the minimum variance approach and results in a vector \( c_{nw} \) that again has the form (2.5.20). The only
difference is that the noise variance $\sigma_n^2$ which appears in the definition of $R$ (2.4.21), is replaced by $\sigma_n^2 + \nu$, where $\nu$ is a Lagrange multiplier selected to satisfy (2.5.37). The constraint (2.5.37) therefore has the same effect on $c_{mv}$ as increasing the background noise variance. Similarly, incorporating the constraint (2.5.37) into the LS optimization results in the solution (2.5.35), where

$$\hat{R}_i = \sum_{n=0}^{i} w_i r_i^T + \nu I.$$  \hspace{1cm} (2.5.38)

Finally, incorporating this constraint into the stochastic gradient algorithm (2.5.25) results in the algorithm

$$w_i = (1 - \mu \nu) w_{i-1} - \mu d_i^* [r_i - z_m^*(i)p_i],$$  \hspace{1cm} (2.5.39)

which is analogous to the tap-leakage algorithm introduced in [21].
Another possible solution to the mismatch problem, presented in [28], is to combine the orthogonally anchored approach with the decision-directed cost function \( E[|d_i - \text{sgn}(d_i)|^2] \) (assuming \( b_{i,1} \in \{\pm 1\} \)). This cost function eliminates the problem of desired signal suppression; however, it can introduce local optima. The stochastic gradient algorithm based on this approach has been observed to perform somewhat better than the analogous minimum variance algorithm in the presence of mismatch.

### 2.5.4 Projection-Based Approaches

The discussion in preceding sections indicates that the performance (convergence speed) of the adaptive algorithms discussed degrades as the number of filter coefficients increases. Furthermore, increasing the number of filter coefficients generally increases the complexity of the adaptive algorithms. In some situations, it may be desirable to have a TDL \( c \) with high dimensionality. For example, \( c \) may include TDLs on multiple antennas or may span many symbols. Also, some military applications require a very large processing gain \( N \) for covertness. In these situations, it is desirable to reduce the number of adaptive coefficients.

One way to reduce the number of adaptive coefficients is to project the received vectors onto a lower-dimensional subspace. Specifically, let \( S_D \) be the \( N \times D \) matrix with columns that are the basis vectors for a \( D \)-dimensional subspace, where \( D < N \). We wish to restrict \( c \) to lie in this subspace, so we can write

\[
c = S_D a
\]

where \( a \) is a \( D \times 1 \) vector of coefficients that must be estimated. Given \( S_D \), it is straightforward to derive stochastic gradient and LS algorithms for estimating \( a \). (Note that \( c^\top r_i = a^\top \tilde{r}_i \), where \( \tilde{r}_i = S_D^\top r_i \) is the projected received vector.)

A few different suggestions for the lower dimensional subspace represented by \( S_D \) have been proposed [35, 51, 101, 106, 129]. For example, in [101] the columns of \( S_D \) are taken to be nonoverlapping segments of the desired spreading sequence, where each segment is of length \( N/D \). (The interpretation is that partial despreading is performed before the adaptive filtering.) Specifically,

\[
[S_D]^\top_m = [0 \cdots 0 \quad \tilde{p}_1^\top(m) \quad 0 \cdots 0],
\]

where \( 1 \leq m \leq D \),

\[
\tilde{p}_1^\top(m) = [p_{1,(m-1)N/D+1} \cdots p_{1,mN/D}],
\]

\((m-1)N/D\) zeros precede \( \tilde{p}_1^\top \), \((D-m)N/D\) zeros succeed \( \tilde{p}_1^\top \), and \( N/D \) is assumed to be an integer. Note that \( D = N \) corresponds to the MMSE detector previously
discussed \((N\) adaptive coefficients), and \(D = 1\) corresponds to the matched-filter detector. Choosing \(D\) between 1 and \(N\) therefore trades off complexity (\(D\) adaptive coefficients) with performance (which is between that of the matched filter and that of MMSE detectors).

If the dimension of the signal space \(\mathbf{S}\) is less than the dimension of \(\mathbf{c}\), then projecting the received vectors onto the signal space reduces the number of adaptive coefficients without sacrificing optimality (cf. [129]). Generally, this reduction in the number of adaptive components will improve convergence and tracking. Signal subspace methods have received considerable attention in the array processing literature (see [41] and the references within). If the dimension of the signal space is known to be \(L\), then an orthogonal basis for the signal space is given by the \(L\) eigenvectors of \(\mathbf{R}\) that correspond to the \(L\) largest eigenvalues. In practice, a basis for the signal space can be estimated by forming an eigen-decomposition of the matrix \(\hat{R}_k\) given by \((2.5.10)\). The columns of \(\mathbf{S}_D\) in \((2.5.40)\) are then the eigenvectors corresponding to the \(D\) largest eigenvalues.

The dimension of the signal space is typically unknown a priori, so that \(D\) can either be fixed in advance or be selected as a consequence of the threshold rule

\[
\lambda_k(\hat{R}_k) > \Lambda, \quad \rightarrow \quad \text{include } \mathbf{v}_k
\]

\[
\lambda_k(\hat{R}_k) < \Lambda, \quad \rightarrow \quad \text{discard } \mathbf{v}_k,
\]

where \(\mathbf{v}_k\) is the eigenvector associated with \(\lambda_k\), and \(\Lambda\) is a constant. More-sophisticated, alternative dimension estimation techniques can also be used [129].

Interference suppression based on a subspace decomposition is discussed in several works, including [22, 29, 35, 109, 129]. Timing estimation for DS-CDMA based on an analogous type of subspace decomposition is presented in [8, 106, 129]. From the viewpoint of adaptivity, the eigen-decomposition needed to estimate the signal space nominally defeats any reduction in complexity achieved by reducing the number of adaptive coefficients. However, very recent work in [129] has shown that low-complexity \textit{subspace-tracking} algorithm of \(O(KN)\) complexity per update can be used to provide subspace-based adaptivity with practical levels of complexity.

### 2.5.5 Numerical Examples

In this section, we present simulation results that illustrate the performance of some of the adaptive interference-suppression algorithms discussed in the preceding subsections. We first present some convergence results assuming a stationary environment and synchronous users. Figure 2.12 shows averaged SINR as a function of time for each of the following algorithms: (i) decision-directed LMS, (ii) decision-directed
RLS, and (iii) orthogonally anchored (blind) stochastic gradient. (The performance of the orthogonally anchored RLS algorithm is nearly the same as the decision-directed algorithm.) The curve for the blind algorithm assumes perfect knowledge of the received pulse shape from the desired user (no mismatch). The convergence curves are obtained by averaging 400 simulation runs, assuming that the spreading codes assigned to all users are fixed. The received amplitudes corresponding to the interferers are twice that of the desired signal. The processing gain is $N = 10$, there are 7 users, and the SNR is 12 dB. In each case, the filter is initialized as the matched filter.

This example shows that the LS algorithm converges much faster than do the stochastic gradient algorithms. Specifically, the LS algorithm converges in approximately 50 iterations, whereas the stochastic gradient algorithms require approximately 700 iterations to converge within 1 dB of the steady-state SINR. The step sizes for both the blind stochastic gradient and LMS algorithms are the same, so that the steady-state SINR for the blind algorithm is somewhat lower than the steady-state SINR for the decision-directed LMS algorithm. This difference in steady-state SINR becomes more significant as the power of the interferers increases [31]. It is therefore desirable to switch to decision-directed mode whenever decisions are reliable.
Figure 2.13  Averaged SINR vs. time for the orthogonally anchored (blind) LS and stochastic gradient algorithms with a mismatched anchor. The blind LS and stochastic gradient algorithms switch to decision-directed mode at times 100 and 300, respectively. Also shown is SINR vs. time for the decision-directed RLS algorithm.

Figure 2.13 shows convergence plots for the blind stochastic gradient and LS algorithms in the presence of mismatch. The mismatch was created by adding a single multipath component offset by one chip and attenuated by 3 dB relative to the main component. The blind algorithms are anchored to the strongest path. In each case, the algorithm switches to decision-directed mode after a fixed number of iterations (100 for the LS algorithm and 300 for the stochastic gradient algorithm). The blind algorithms are able to improve the SINR initially but then subsequently suppress the signal. (Figure 2.13 does not show this since the algorithms switch to decision-directed mode before the SINR starts to decrease.) The relatively slow convergence of the LS algorithm is due to the large term added to the diagonal of the matrix \( \hat{R}_n \) given by (2.5.38), which constrains the length of the adaptive filter vector. (Referring to (2.5.38), for this example, \( \nu = 50 \).) Note that the additional multipath component in this example improves the asymptotic SINR relative to that shown in Figure 2.12.

Figure 2.14 shows the how the arrival of a new strong interferer affects the performance of the decision-directed RLS algorithm. The scenario used to generate Figure 2.14 is the same as that used to generate Figure 2.12, except that there are only six users initially, and the new (seventh) user appears at iteration 200. The power of the new user is 18 dB above the desired user, representing a severe near-far situation.
Figure 2.14  Averaged SINR vs. time for the RLS algorithm. A new user appears at time 200. The curve marked “ramp” corresponds to the situation where the new user increases the transmitted power in equal increments (in dB) for a period of 50 iterations.

This example shows that the performance (average SINR) of the LS algorithm is temporarily degraded by the appearance of the new user. This degradation in performance is largely due to the sudden transient created by allowing the new user to begin transmitting with full power. Also shown in Figure 2.14 is the performance curve corresponding to the situation where the new user gradually increases the transmitted power (linearly in dB) to the power limit within 50 iterations. Although this technique mitigates the transient performance degradation, it does add overhead in the form of additional training. (In a packet data system, this additional overhead must be included in each packet.) Adaptive techniques that detect the appearance of a new user are discussed in [34] and [66]. In principle, this additional information can be used to mitigate the degradation in performance caused by the associated transient without additional overhead.

Finally, Figure 2.15 shows a comparison of the subspace tracking algorithm of [129] with RLS. This algorithm makes use of the projection approximation subspace tracking-dilation (PASTd) of [134]. Note that this simulation illustrates the potential gain in SINR that can be obtained by reducing the number of dimensions to be adapted from $N$ to $K$. (In this example, we have increased the dimension of the received signal to $N = 31$, while keeping the number of users small to illustrate the dimension-reduction advantages of subspace methods.)
2.6 **Further Issues and Refinements**

In the preceding three sections, we have considered basic elements of adaptive linear multiuser detection. The actual application of these methods requires consideration of a number of further issues, on which we touch in this section. In particular, we discuss briefly some salient features of the mobile wireless communications environment and some additional issues arising with adaptive interference suppression and multiuser detection in this context. Many of these issues apply to multiuser detection in general, although the focus of our discussion is on adaptive linear interference suppression.

### 2.6.1 The Mobile Wireless Environment

In the preceding sections, we have treated the adaptive multiuser detection problem primarily for the situation in which the parameters of the environment are essentially stable. (An exception is the discussion concerning Figure 2.14, in which the user population changes with time.) One of the primary challenges to multiuser detection offered by the mobile wireless environment is that essentially all
user parameters, such as received pulse shapes, amplitudes, relative carrier phase, timing, and whether or not a particular user is active, are time-varying. Consequently, these parameters must be estimated, either directly or indirectly, and the detector must be robust with respect to inaccurate estimates. Also, the ideal model (2.1.1)–(2.1.2) of a multiple-access data signal observed in white Gaussian noise is not necessarily accurate for many situations. Thus, for the practical use of adaptive interference suppression methods, many aspects of channel behavior beyond those described in the preceding sections must be considered. In this section, we briefly describe some of these impairments present in mobile wireless channels. The purpose of this discussion is just to present the models of channel impairments that are commonly used in the literature. More detailed treatments of propagation along with justification for the channel models can be found elsewhere, for example, in [40] or [94].

2.6.1.1 Distance-Related Attenuation and Shadowing

For terrestrial wireless communications, the received signal strength associated with a particular user in general depends on (1) the transmitted power, (2) the distance between the transmitter and receiver, (3) the presence of large objects, such as buildings, foliage, or vehicles, that lie between the transmitter and receiver line-of-sight, and (4) the relative amplitudes and phases of received paths associated with scattering off surrounding objects. The dynamic variation in signal strength due to the motion of the transmitter relative to the receiver (or vice versa) is called fading, or, as in Chapter 1, time-selective fading. The fade rate is the rate at which the signal experiences fades, depending on the speed of the mobile.

The second and third items listed above are considered large-scale effects, whereas item four is a small-scale effect [94]. Large-scale effects determine the mean signal strength averaged over a region spanning a few wavelengths in each direction. These cause relatively slow variations in the (mean) signal strength as a mobile moves through space. Small-scale effects cause large swings in signal strength over just a fraction of a wavelength and are superimposed on top of the large-scale effects. As a transmitter moves relative to the receiver, the mean received signal strength therefore varies relatively slowly, but the actual signal strength may experience large rapid variations (i.e., 20 to 40 dB) around the mean.

Given an isolated transmitter and receiver in free space separated by distance $d$, the received signal power is inversely proportional to $d^2$. Although the presence of buildings and other objects greatly complicates the modes of radio wave propagation, both analysis and measurements indicate that the loss in signal strength, or path loss, is proportional to $d^n$, where $n$ is an integer. The value of $n$ is typically chosen between 2 and 5, depending on the environment considered. In general, the denser the urban environment, the greater the path loss exponent. The value $n = 4$ is typically assumed for modeling urban cellular systems.
In addition to the deterministic path loss due to distance, there is a random component due to the location-dependent, spatial distribution of objects relative to the mobile. That is, the path loss experienced by the mobile depends on both the separation from the transmitter and on the particular placement of surrounding objects that may prevent line-of-sight communications. This latter effect is called *shadowing*. Measurements have shown that the random variations in path loss around the distance-dependent mean can be modeled as a log-normal random variable. That is, the received strength, measured in dB, has a Gaussian distribution with mean specified by the distance-dependent path loss, and standard deviation $\sigma$ also given in dB. A typical value of $\sigma$ for urban cellular environments is 8 dB.

Based on the preceding discussion, we can write the received power, taking into account distance-based attenuation and shadow fading, as

$$P(d) = P_0 \xi \left( \frac{d_0}{d} \right)^n,$$  \hspace{1cm} (2.6.1)

where $P_0$ is the benchmark received power at distance $d_0$, and $\xi$ is a log-normal Gaussian variable with probability density

$$p_\xi(x) = 10^{-x/10}.$$  \hspace{1cm} (2.6.2)

### 2.6.1.2 Multipath

As discussed previously, multipath is caused by scattering and/or reflections of the transmitted signal off surrounding objects. Given a complex baseband transmitted signal $s(t)$, the effect of multipath is to produce the sum of many delayed and weighted versions of the transmitted signal. Specifically, the received signal (in the absence of noise) is given by

$$y(t) = \sum_{m=1}^{M} a_m s(t - v_m),$$  \hspace{1cm} (2.6.3)

where each term in the sum corresponds to a different path, $M$ is the total number of paths, and $a_m$ and $v_m$ are the path weight and delay associated with path $m$. Given a complex baseband transmitted signal $s(t)$, the path weights $a_m$ are also complex in general. (Note that the multuser multipath signal of (2.4.42) consists of the superposition of $K$ such signals, in which for the $k$th signal we have $M = M_k$, $a_m = a_{k,m} A_k$, and $v_m = \tau_{k,m}$.)

If the delays $v_m$ in (2.6.3) are sufficiently large, then the paths represented by the terms in the sum in (2.6.3) are said to be *resolvable*. That is, the receiver is able to distinguish the different paths and possibly combine them. For two paths to be resolvable, the relative time delay between them, $v_m$, must be greater than $1/W$, where $W$ is the signal bandwidth. In urban environments where significant scat-
tering occurs, each path in (2.6.3) generally represents the sum of many "micro-paths," which arrive within the resolution time. The relative phases of these scattered paths cause the path weight \( a_m \) to fluctuate randomly. If there is no line-of-sight path, as is often the case in an urban environment, then the real and imaginary parts of \( a_m \) are typically modeled as Gaussian random variables. In this case, the magnitude of \( a_m \) has the Rayleigh probability density

\[
p_R(r) = \begin{cases} \frac{r}{\sigma_R^2} e^{-r^2/(2\sigma_R^2)} & r \geq 0 \\ 0 & r < 0 \end{cases},
\]

where \( \sigma_R^2 \) determines the mean and variance. The phase of \( a_m \) is uniformly distributed. Adding a line-of-sight component to the received path results in an envelope that has a Ricean distribution.

From (2.6.3), the transfer function of a single-user multipath channel can be written as

\[
H(f) = \sum_{m=1}^{M} a_m e^{-2\pi f v_m}.
\]

If there is only a single resolvable path, then the magnitude of \( H(f) \) is the magnitude of \( a_1 \), which is independent of frequency. This type of channel is called a "flat fading" channel because the fading occurs uniformly across the entire signal bandwidth. If there is more than one resolvable path, then the magnitude of \( H(f) \) depends on \( f \), so that, as discussed in Chapter 1, this type of channel is called a "frequency selective" fading channel.

The average received power corresponding to each path specifies the multipath power delay profile of the multipath channel. This power delay profile can vary considerably, depending on the mobile environment (e.g., rural, urban, hilly). An assumption that is sometimes made for transmission of DS-CDMA signals is that the power delay profile is continuous and decays exponentially. If the received signal is sampled at the chip rate, then the channel is modeled by (2.6.5), where the delays are integer multiples of the chip duration.

It remains to describe how the multipath channel varies with time. The resolvable paths, associated with the delays \( v_{m'} \), tend to change slowly in comparison with the coefficients \( a_m \). Consequently, it is reasonable to assume that the paths are fixed but that the coefficients \( a_m \) are time-varying. The time variation in the coefficient \( a_m \) is due to Doppler shift, which causes the phases associated with all of the unresolvable paths contributing to path \( i \) to vary with time. If the mobile is receiving a carrier with wavelength \( \lambda \) and is traveling with velocity \( v \) at an angle \( \theta \) relative to the transmitter, the change in frequency, or Doppler shift, is \( f_d = \left(\frac{v}{\lambda}\right) \cos \theta \).
The effect of the Doppler shift is to cause each coefficient $a_w$ to rotate. This model assumes, however, that the mobile receives a single path coming from a specific direction. If the mobile receives many such paths, arriving at different angles, then the time variations of the multipath coefficients becomes more complicated. In that case, $a_m(t)$ is modeled as a random process. For urban mobile cellular systems, uniform scattering is often assumed, which means that the received spatial power density is a constant function of angle. In that case, it can be shown that the power spectral density associated with $a_m(t)$ is given by

$$S_D(f) = \frac{K}{\sqrt{f_d^2 - f^2}}$$

(2.6.6)

for $|f| < f_d$, where $K$ is a constant that determines the power of the random process, and $f_d = v/\lambda$ is the maximum Doppler shift.

For the case of uniform scattering, the coefficients $a_m(t)$ can therefore be modeled as the output of a filter with frequency response $\sqrt{S_D(f)}$ in response to a complex white Gaussian noise input [94]. An alternative, known as Jake’s model [40], is to generate $a_m(t)$ by summing complex sinusoids at different frequencies between $-f_d$ and $f_d$, each weighted by the associated value of $\sqrt{S_D}$. An example of a Rayleigh fading process, which was generated according to the first method, is shown in Figure 2.16.

Consider a wireless multiple access channel in which each user is subject to flat fading. In principle, the MMSE solution for the time-varying linear filter (for a desired user) must take into account the channels associated with all users. However, if the number of users is much less than the processing gain and the background SNR is very high, then the MMSE solution can be approximated by the zero-forcing solution, which does not depend on the channel coefficients. That is, the space spanned by the interferers does not depend on the complex channel coefficients. The adaptive algorithm is therefore relieved from the task of tracking the channels associated with the interferers. Furthermore, the adaptive algorithm does not need to track the flat fading channel associated with the desired user when either differential detection or a pilot signal is used. Consequently, we conclude that for flat fading channels, when the number of users is small relative to the processing gain, the performance of adaptive algorithms should be insensitive to the fade rate (provided that the desired user’s channel can be tracked). Simulation results that support this observation are presented in [33].

Now, consider the case where each user experiences frequency selective fading. Recall that the received signal vector contributed by user $k$ after chip matched filtering and sampling is given by (2.4.45) and depends on the time-varying complex coefficients associated with each path. If each path fades independently, then the interference space is time-varying, so that the adaptive algorithm attempts to
track the time-varying multipath coefficients associated with all users. If the fade rate is sufficiently fast, then the adaptive algorithm is unable to track the combined set of paths for each user and attempts to suppress each path individually. This action, however, degrades the performance of the adaptive filter since it effectively treats each path as a separate interferer. In the worst case, the multipath contributed by the interferers exceeds the number of dimensions (e.g., the processing gain) that the filter has available to suppress interferers, and the performance becomes equivalent to the matched filter. Tracking is therefore a critical issue for frequency-selective fast fading channels.

Results showing the performance of adaptive interference suppression algorithms in the context of DS-CDMA with Rayleigh fading channels are presented in [33, 60, 85, 126, 127]. In [60], a phase predictor is combine with differential coding and detection, whereas in [85], [126], and [127], phase prediction is combined with coherent detection by using a training sequence that must be transmitted periodically. A differential LS algorithm that does not rely on phase prediction is described in [33], which also shows performance results for a cellular type of model with flat Rayleigh fading channels.

2.6.1.3 Delay

Another time variation associated with mobile wireless channels is caused by propagation delay. As the mobiles move, the arrival times of the transmitted signals
change, which changes the cross-correlations between received signals. However, this change in delay occurs very slowly relative to the chip duration for chip rates and mobile speeds of interest. (For example, assuming a chip rate of $10^7$ chips/s and that the mobile is approaching the base station at a speed of 65 mph, the propagation delay changes by less than one chip/s.)

2.6.1.4 Power Control

Power control is a technique used in currently implemented DS-CDMA mobile telephony systems to alleviate the near-far problem. The basic idea of power control is to provide feedback to mobile transmitters to control their transmitted power levels to yield equal power at the receiver from all mobile transmitters. Since interference suppression techniques can potentially alleviate the near-far problem in DS-CDMA, their use can loosen the requirements on power control. However, as developed in detail in Chapter 5, power control can still benefit performance, with or without interference suppression, and can also reduce the power dissipated by mobile handsets, thereby extending battery life. For the matched-filter detector, the objective of power control for the reverse link is to ensure that all users detected at the base station are received with equal power. For mobile cellular systems, effective power control requires a feedback channel through which the receiver informs the transmitter to raise or lower the transmitted power in small increments (e.g., 1 dB). The effectiveness of the power control depends, of course, on how frequently the power updates are transmitted over the feedback channel and the probability of power control errors (i.e., a “raise” command is received as a “lower” command, or vice versa).

For mobile cellular, it is generally assumed that a practical power control algorithm can respond quickly enough to compensate for shadowing and distance-related attenuation but that it cannot compensate for fast Rayleigh fading due to multipath. Consequently, the received power of a signal that experiences flat Rayleigh fading will experience large, short-term variations in power, but the power averaged over these short-term fades can be set at some target value. It is observed in [123] that for the type of closed-loop adaptive power control previously described, the distribution of the average received power due to variations caused by updates and power control errors is log-normal. The variance (in dB) of the received power reflects how “tight” the power control is. For the matched filter receiver, very tight power control is required for adequate performance, which means that the standard deviation of the received signal power must be approximately 1 to 1.5 dB.

To optimize performance, the power control algorithm should ensure that the error rate for each user is at the maximum acceptable value. For the matched filter
receiver, this scheme is the same as equalizing received powers; however, this equivalence is no longer true for receivers with interference suppression. Power control issues and effects are discussed in significantly more detail in Chapter 5.

2.6.1.5 Time-Varying User Population

In addition to time-varying channels, in a mobile cellular environment the set of interferers also varies with time. The interference suppression algorithm must be able to compensate for the appearance of new users, as well as for the disappearance of existing users. "Users" may be associated with calls, in the case of circuit-switched traffic, or with individual packets, in the case of packet-switched traffic. Note that in the latter case, packets may arrive and depart frequently, causing frequent transients in the interference environment that an adaptive algorithm must track. Even in the case of circuit-switched voice traffic, an adaptive algorithm must adapt to the set of users currently speaking in order to obtain the potential gains in capacity due to voice inactivity. (In practice, when a user is silent, the power of the transmitted signal is not set to zero but is significantly reduced so that synchronization and channel tracking can be maintained.)

The rate at which users arrive and depart determines the average traffic load, measured in Erlangs per cell [124]. Specifically, assuming Poisson arrivals at rate \( \lambda \) per cell (assumed to be the same for all cells) and an average service rate (per call or packet) given by \( \mu \), the average number of users in the system is \( C(\lambda/\mu) \), where \( C \) is the number of cells and \( \lambda/\mu \) is measured in Erlangs per cell. It is typically the case that in a DS-CDMA system, the average number of users present in the system greatly exceeds the processing gain. This implies that the zero-forcing solutions previously discussed do not exist. However, if the number of strong interferers is significantly less than the processing gain, then the linear MMSE detector can effectively suppress these interferers, while treating weak users (e.g., in other cells) as background noise.

We saw from Figure 2.14 that the appearance of a new strong interferer can cause a transient performance degradation in adaptive algorithms. As the traffic load increases, these transients become more frequent. Since, in packet data systems, the appearance of a new user does not necessarily refer to a new call but rather to a new data packet, rapid convergence in response to the appearance of new users is therefore a requirement for adaptive interference suppression in a packet data cellular system. Simulation results for a cellular type of model with stochastic arrivals and departures indicate that an adaptive interference suppression filter using the stochastic gradient algorithm is inadequate for this application, even under moderate traffic loads [29]. Thus, more rapid adaptation techniques are needed for this application.
2.6.1.6 Narrowband Interference

The fact that DS-CDMA systems spread transmitter power over a wide bandwidth allows the possibility that such systems can be overlaid on existing narrowband communication services without undue degradation of either the narrowband or the spread-spectrum service. (The same property allows anti-jamming capability in military spread-spectrum systems.) Although spread-spectrum communications are inherently resistant to the narrowband interference (NBI) caused by such coexistence with conventional communications, it has been demonstrated that the performance of spread-spectrum systems in the presence of narrowband signals can be enhanced significantly through the use of active NBI suppression prior to despreading. In particular, not only does active suppression improve error-rate performance [9], but it also can lead to increased CDMA cellular system capacity [75] and improved acquisition capability [62].

Over the past two decades, a significant body of research has been concerned with the development of techniques for active NBI suppression in spread-spectrum systems. All of these techniques essentially seek to form a replica of the narrowband signals that can be subtracted from the received signal before data demodulation takes place. The formation of the replica may use predictors or interpolators to explicitly exploit the narrowband nature of the NBI against the wideband nature of the DS-CDMA signal (cf. [61, 98, 122, 131]), or it may use more detailed structural information in the case of digital NBI (which also arises in multi-rate CDMA systems) [83, 99]. In the latter case, a form of linear multiuser detection is essentially being used. Surveys of advances in this area are found in [61] and [80]. More recently, the adaptive MMSE detection techniques described in Sections 2.3 through 2.5 have been shown to work quite well against combined MAI and NBI of all types [87, 88].

2.6.1.7 Non-Gaussian Ambient Noise

Much of the development and analysis of interference suppression techniques for wireless systems has focused on situations in which the ambient noise is Gaussian. As noted in Section 2.2, this model has allowed the research in this area to focus on the main interference sources, namely structured interference (MAI and NBI). However, for many of the physical channels arising in wireless applications, the ambient noise is known through experimental measurements to be decidedly non-Gaussian. This is particularly true of urban and indoor radio channels [54, 55, 57] and underwater acoustic modem channels [11, 12, 56]. For these channels, the ambient noise is likely to have an impulsive component that gives rise to larger tail probabilities than is predicted by the Gaussian model. When the structured interference dominates, the lack of realism of the ambient noise model is perhaps not
crucial. However, with multiuser detection, the MAI-limited nature of multiple-access channels is mitigated and the nature of the ambient noise is more important.

It is widely known in the single-user context that non-Gaussian noise can be quite detrimental to the performance of conventional systems based on the Gaussian assumption. On the other hand, the performance of signaling through non-Gaussian channels can be much better than that for corresponding Gaussian channels if the non-Gaussian nature of the channel is appropriately modeled and ameliorated. (The latter typically involves the use of nonlinear signal processing.) Neither of these properties is surprising. The first is a result of the lack of robustness of linear and quadratic type signal processing procedures to many types of non-Gaussian statistical behavior [42]. The second is a manifestation of the well-known least-favorability of Gaussian channels.

In view of the lack of realism of an AWGN model for ambient noise arising in many practical channels in which multiuser detection techniques can be applied, natural questions arise concerning the applicability, optimization, and performance of multiuser detection in non-Gaussian channels. Although performance indices such as MSE and SINR for linear detectors are not affected by the distribution of the noise (only the spectrum matters), the more crucial bit-error rate can depend heavily on the shape of the noise distribution. The results of an early study of error rates in non-Gaussian DS-CDMA channels are found in [1, 2, 3], in which the performance of conventional and modified conventional detectors is shown to depend significantly on the shape of the ambient noise distribution. In particular, impulsive noise can seriously degrade the error probability for a given level of ambient noise variance in systems designed for Gaussian noise. In the context of multiple-access capability, this implies that fewer users can be supported with conventional detection in an impulsive channel than in a Gaussian channel. However, since non-Gaussian noise can, in fact, be beneficial to system performance relative to Gaussian noise if properly treated, the problem of joint mitigation of structured interference and non-Gaussian ambient noise is of interest [79]. An approach to this problem for NBI in spread-spectrum systems is described in [20]. Some very recent results along these lines for the case of MAI are reported in [81] and [128], the latter of which describes nonlinear adaptive methods that generalize the MMSE approach described in Sections 2.3 through 2.5.

2.6.2 System Issues

In addition to algorithmic issues such as performance and complexity, it is important to determine how adaptive interference suppression will affect other communication system requirements. These system issues are currently not well
understood, so the following discussion is necessarily very brief (relative to importance).

2.6.2.1 Coding

As discussed in Chapter 1, coding and interleaving are typically used to achieve reliable communications over fading channels. For example, in the commercial IS-95 standard DS-CDMA air interface, a rate one-third binary convolutional code is used on the uplink and simultaneously serves to spread the bandwidth. Consequently, to achieve the same degree of spreading with coding, as compared to without coding, the length of the pseudorandom (PN) sequence associated with each bit must be reduced by a factor of three. When used with linear interference suppression, this reduction in PN-sequence length reduces the degrees of freedom available to suppress interference. (The trade-off is that the coding may be able to compensate for the residual interference.) In other words, a low-rate code robs "dimensions" from the interference suppression filter. This trade-off does not apply to interference cancellation techniques, in which the interference is regenerated and subtracted from the received signal [73]. (See also Section 2.2.)

The preceding observation implies that it is best to use high-rate codes with linear interference suppression, rather than low-rate codes. This has also been noted in [97] and [69]. However, existing high-rate codes, such as Ungerboeck codes [110], rely on relatively dense constellations (such as 8-PSK), which may pose additional problems (e.g., with phase tracking) in a fading environment.

Another issue is that if uncoded symbols are used for decision-directed adaptation, then a more powerful coding scheme implies a higher decision-error rate in the adaptive algorithm (assuming a fixed target error rate). There is, therefore, a trade-off between the performance gain due to coding and the performance loss due to uncoded decision errors in the adaptive algorithm (assuming that the delay associated with using decoded symbols to direct the adaptation is unacceptable in a fast-fading environment).

2.6.2.2 Power Control

For DS-CDMA systems that use the conventional matched-filter receiver, power control is crucial for mitigating the near-far problem. Also, as noted previously, power control has the advantage of lowering the transmitted power for each user and thereby extends battery life. For the conventional matched-filter receiver, power control is typically used to equalize the received powers [123]. (A further advantage of this use is that it helps avoid saturation of nonlinear receiver elements, such as fixed-point processors.) However, in general, the goal of optimum power control is to adjust the transmitted powers so that the received SINRs corresponding to all users being detected are equal [6]. Although multiuser detection
and interference suppression techniques can alleviate power control requirements, power control can enhance the performance of interference suppression techniques. The interaction of adaptive power control with adaptive interference suppression has only begun to receive attention. Chapter 5 develops a promising framework for exploring this interaction.

2.6.2.3 Timing Recovery

The discussion in preceding sections has assumed that the receiver is perfectly synchronized to the desired user. It has been observed that timing offsets can significantly degrade the performance of some multiuser detectors [13, 137]. This observation, however, is implementation dependent. An advantage of the adaptive TDL implementation for linear interference suppression is that it is analogous to an adaptive, fractionally spaced equalizer (for a single-user channel), which is known to be insensitive to timing offset [91]. Furthermore, timing recovery for the multiple-access channel with an adaptive, fractionally spaced TDL can be accomplished analogously to a single-user channel. The combination of timing estimation with adaptive linear interference suppression is studied in [52, 102, 129].

2.6.2.4 Nonuniform Quality of Service

An important difference between linear interference suppression techniques and the matched-filter receiver is that the former relies on the use of short spreading sequences, whereas the latter can use either short or long spreading sequences. A very long spreading sequence, such as used in IS-95, is equivalent to selecting a different random spreading sequence for each bit ("code hopping"). An advantage of code hopping is that each user sees approximately the same performance, assuming perfect power control, since averaging the performance over the sequence of transmitted bits is equivalent to averaging over spreading sequences.

In contrast, the solution for MMSE, given by (2.4.20), implies that the MMSE depends on the particular assignment of spreading codes to users (as well as relative amplitudes and phases). Furthermore, the MMSE will generally be different for different users. Consequently, even though average performance (i.e., error probability averaged over all spreading sequences) may be very good, some users may have relatively poor performance because the spreading codes assigned to two users may have relatively high cross-correlation. This observation is made in [117] and is analyzed in [36].

To illustrate the preceding observation, Figure 2.17 shows the distribution (computed via simulation) for SINR assuming that the user signature sequences are selected randomly (i.e., each element of the vectors \( p_k \), \( k = 1, \ldots, K \), is determined by a fair coin toss). In this example, the processing gain \( N = 30 \), there are 10
"strong" (i.e., intracell) users, 50 "weak" (i.e., other-cell) users, and the signal-to-background noise ratio is 25 dB. The received powers (for members of each set of strong and weak users) were selected from a log-normal distribution. The SINR distribution for the matched-filter receiver is also shown.

The results in Figure 2.17 indicate that there is a significant spread in performance (\( > 10 \text{ dB} \)) over the user population. Note that if a very long spreading sequence (as in the IS-95 standard) is used, the distribution for the matched-filter becomes a point mass at the average of the distribution shown in Figure 2.17 (\(-10 \text{ dB}\)).

Power control may help to improve the performance of users experiencing poor performance only in some situations. For example, two adjacent users may be assigned "nearby" codes, meaning that their cross-correlation is large. If the adjacent users are transmitting to the same receiver, then power control cannot significantly improve performance for both users. However, if the users are transmitting to different receivers (i.e., if they are in different cells), then it may be possible for one of the users to reduce power, thereby reducing interference to the other user.

Finally, we remark that the significant spread in performance shown in Figure 2.17 assumes a static situation in which the set of users and relative amplitudes and phases are fixed. In a mobile wireless network, these parameters are
time-varying, which should alleviate this problem to some degree. In addition, path or space diversity may also reduce the likelihood of having relatively high cross-correlations with neighboring users.

2.6.2.5 Very Long Spreading Sequences

The model that we have proposed in this chapter has addressed primarily the situation in which the received signaling waveform of each user is the same in each symbol interval (aside from fading and other channel effects). As discussed in the previous section, in some current DS-CDMA systems (such as the IS-95 digital cellular standard), this model is not accurate because the period of the spreading waveform spans many bits. Theoretically, this distinction is not overly significant. However, practically, it is quite significant. Since the key parameter determining performance of DS-CDMA systems is the number of chips per symbol, not the number of chips per period of the spreading code, this use of long spreading codes is primarily of value in providing uniform quality of service over the user population, as discussed in the preceding section, and in avoiding the need to assign (or reassign) codes to each new call (or to an existing call that is handed off to an adjacent cell). In the decision whether or not to use short or long codes in future DS-CDMA standards, these advantages should be weighed against the performance advantages offered by practical multiuser detection.

2.6.2.6 Power Consumption

Since mobility is one of the main motivations for using wireless communications, the practicality of many of the techniques described in this chapter depends heavily on the ability to implement them in portable, battery-operated handsets. Thus, the issue of energy consumption is of considerable importance in the development of interference suppression algorithms for wireless systems. In cellular systems, there is an asymmetry with respect to this issue, in that the base station (i.e., the uplink transceiver) is relatively unconstrained by energy consumption, whereas the mobiles (i.e., the downlink transceivers) are severely constrained. So, the use of sophisticated signal processing, such as multiuser detection, at the base station does not pose a serious energy-consumption problem. Since these techniques allow better performance for a given level of received signal energy than do conventional methods, the use of such methods in the base station can reduce required transmitter power at the mobiles, thereby reducing overall battery requirements for portable transceivers. However, the advantages of adaptive linear multiuser detection, multipath mitigation, etc., can significantly enhance the downlink performance as well. (Also, point-to-point systems do not necessarily feature fixed, nonportable transceivers.) Thus, energy-efficient techniques for the linear adaptive algorithms discussed in this chapter are of considerable interest.
One technique for achieving energy efficiency in the MMSE detector is described in [88]. In particular, energy consumption in integrated circuits is an increasing function of gate speed. Since the algorithms of interest here should be implemented at the signaling rate (i.e., at the symbol rate), the algorithms cannot be slowed down to reduce energy consumption. However, as shown in [88], the blind RLS MMSE detection algorithm can be implemented with a slower gate speed by being mapped to a systolic array. This mapping allows the individual gate speed to be reduced significantly without a corresponding reduction in the speed at which the algorithm updates its coefficients.

2.7 Concluding Remarks

In this chapter, we have discussed the use of adaptive signal processing techniques to suppress structured interference in wireless systems. We have focused on the suppression of multiple-access interference and have primarily considered techniques that are based on the MMSE method of linear multiuser detection. As we have seen, MMSE detection provides many of the performance advantages of optimal multiuser detection, without its attendant complexity. Moreover, the MMSE detector lends itself to a great variety of adaptive methods, and it is relatively robust to other types of interference (such as narrowband interference).

The results presented in this chapter have largely been of a research nature, consistent with the primary mission of the present volume. However, we have also mentioned, in Section 2.6, a variety of other issues that are of concern in bringing these methods to practice. These practical issues present a wealth of other research questions, many of which are currently being addressed by the community.
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In this chapter, we consider the scenario where multiple users are communicating over a wireless channel of fixed bandwidth and focus our attention on the design of receivers that compensate for distortion introduced by the propagation medium. As discussed in Chapter 1, propagation of any of the transmitted signals through the wireless channel results in a collection of several delayed and scaled copies of the transmitted signal at the receiver (often referred to as multipath propagation) giving rise to frequency-selective fading. In addition, due to the changing environmental medium between the transmitters and the receivers, especially in a mobile setting, the channel response varies with time, giving rise to time-selective fading. From the point of view of the receiver design, these effects can be described in terms of a random linear time-varying channel model and give rise to the need for equalization in order to reliably demodulate the information-bearing signals of interest.

A form of interference particular to multiuser communication systems arises from the presence of the signals of additional users; the channel often exacerbates interference between users, and so the receiver must also take into account and
compensate for this additional form of interference. As discussed in detail in the preceding chapters, this type of interference, usually referred to as cochannel or multiple-access interference (MAI), is a dominant one in multiuser systems and has often dictated practical system design. For instance, in conventional time-division multiple-access (TDMA) systems where users transmit and receive information in nonoverlapping time slots, guard times are often used to compensate for imperfect synchronization and spreading of transmitted symbols over time due to multipath effects, resulting in limiting the system efficiency. Similarly, MAI is also present in code-division multiple-access (CDMA) systems in which each user’s transmitted signal occupies all the available bandwidth at all times. Although in CDMA systems that are synchronous (e.g., the forward link of cellular systems) and that have a limited number of users, MAI can be made zero or negligible by maintaining orthogonality among users, it is hard to maintain synchronization and thus orthogonality in asynchronous CDMA systems (e.g., the reverse link of a cellular system) [1]. Moreover, user nonorthogonality is often allowed in CDMA systems as a method for accommodating higher numbers of users at the expense of MAI. A number of equalization methods that we discuss in this chapter deal effectively with MAI and can potentially result in increased system efficiency in terms of the number of users that can be accommodated in a given bandwidth, as well as system reliability and robustness.

This chapter is structured as follows. In Section 3.1 we briefly describe some convenient and accurate models for fading channels that will serve as a basis for our subsequent development of equalizer structures. In the process, we summarize some of the key parameters that are used to characterize fading channels, suggesting how they impact equalizer design in wireless systems.

Section 3.2 focuses on channel equalization and symbol detection in the scenario that the channel is known at the receiver. This model inherently assumes that reliable channel estimates can be formed at the receiver via training sequences, which remain accurate during equalizer operation. We first summarize the characterization of multiuser detectors over fading channels that minimize the probability of making a symbol sequence error. Although the resulting maximum-likelihood (ML) sequence detectors are, in general, impractical in terms of their computational complexity, they provide insight into the structure of the detection problem. Furthermore, an information-lossless front end arises in their construction, which is employed in a variety of suboptimal but practical detectors. We examine a number of such practical equalizers, including properly constructed multiuser generalizations of common single-user equalizers. In particular, we discuss the single-user matched-filter (MF) detector for time-varying channels, multiuser linear equalizers, and a number of nonlinear detectors including decision-feedback equalizers.
In the design of all equalizers in Section 3.2 it is assumed that the channel is known at the receiver, which, as discussed above, usually implies that some form of training is used, either during initialization or, in the presence of time-selective fading, as part of every transmitted frame. Unavoidably, the use of training results in symbol rate reduction.

In Section 3.3 we discuss equalization and symbol estimation in the absence of training, in which case the channel is effectively treated as unknown. In order to simplify equalization and make it feasible in wireless applications, one class of actively pursued approaches assumes that the receiver uses multiple antennas or, in the context of excess bandwidth transmission, that it oversamples the received signal and subsequently uses this additional information to recover both the symbol stream and the channel responses from short observation intervals. A large number of these approaches currently attracting extensive attention in the community focus on equalization of linear time-invariant (LTI) channels that have finite impulse response (FIR). We present a few representative examples of such approaches in the general single-user case and discuss some challenging issues that can often arise in practice. These techniques are applicable to the forward link of conventional multiuser mobile communication systems where the transmission of the signals of all users is synchronous. Finally, we consider blind equalization on the reverse link and, in particular, in the context of asynchronous CDMA systems, where user signature information is exploited for separating the individual symbol streams.

3.1 Characterization of Wireless Channels

Before we discuss equalizer design for multiple-access communication over wireless channels, it is important to briefly describe the models that are generally used to characterize these channels, as well as some of the model parameters that may play a role in the selection of the equalization strategy. See e.g., [2] for a more extensive introduction in the characterization of fading multipath channels.

Throughout this chapter, we address the problem of equalization in terms of the equivalent low-pass communication system. A real bandpass transmitted signal of bandwidth $W$ is represented by an equivalent complex-valued circularly symmetric baseband signal that is bandlimited in $[-W/2, W/2]$. If the (equivalent) low-pass continuous-time signal $x(t)$ is transmitted over the (equivalent) multipath fading channel, it is received as

$$r(t) = \int_{-\infty}^{\infty} h(t; \tau)x(t - \tau) \, d\tau + w(t),$$  \hspace{1cm} (3.1)
where \( h(t; \tau) \) denotes the (equivalent) complex-valued response of the medium at
time \( t \) to an impulse applied at \( t - \tau \), and \( w(t) \) corresponds to complex-valued
measurement noise. The impulse response \( h(t; \tau) \) is generally well modeled as a zero-
mean complex-valued Gaussian random process, which is stationary as a function
of \( t \) for any fixed \( \tau \). Its envelope \(|h(t; \tau)|\) for any \( t \) and \( \tau \) is Rayleigh distributed, and
for this reason this channel is often referred to as a Rayleigh fading channel. Examination
of the autocorrelation function of \( h(t; \tau) \)

\[
\varphi_{h,h}(\tau_1, \tau_2; \Delta t) = E[h(t; \tau_1)h^*(t + \Delta t; \tau_2)]
\]

reveals a number of key parameters in channel characterization that usually influence
system design.\(^1\) In most wireless media, the response with path delay \( \tau_1 \) is
uncorrelated with the response with path delay \( \tau_2 \), where \( \tau_2 \neq \tau_1 \), a phenomenon
referred to as uncorrelated scattering. Due to uncorrelated scattering, we need only consider
\( \varphi_{h,h}(\tau_1, \tau_2; \Delta t) \) for \( \tau_1 = \tau_2 \), since \( \varphi_{h,h}(\tau_1, \tau_2; \Delta t) = \varphi_h(\tau_1; \Delta t) \delta(\tau_1 - \tau_2) \),
where

\[
\varphi_h(\tau; \Delta t) = E[h(t; \tau)h^*(t + \Delta t; \tau)].
\]

The function \( \varphi_h(\tau; 0) \) is generally referred to as the multipath intensity profile, or
the delay power spectrum, and corresponds to the average power output of the
channel as a function of the delay \( \tau \); if an impulse is transmitted at time \( t = t_o \), we have

\[
E[|r(t_o + \tau)|^2] = \varphi_h(\tau; 0), \quad (3.2)
\]

where \( r(t) \) is given by (3.1) in the absence of additive noise. The range of values of
\( \tau \) over which \( \varphi_h(\tau; 0) \) is non-zero corresponds to the multipath (or delay) spread of
the channel and is henceforth denoted by \( T^h_m \). Equation (3.2) is often used as a basis
for estimating the multipath intensity profile. For instance, an estimate of \( \varphi_h(\tau; 0) \) for
\( 0 \leq \tau \leq T^h_m \) can be formed by averaging the power of the \( \tau \)-delayed channel
response of each pulse in a sequence of \( T \)-spaced pulses of very short duration,
where \( T \) is chosen so that \( T \gg T^h_m \).

The Fourier transform of \( \varphi_h(\tau; \Delta t) \) is denoted by \( \Phi_h(\Delta f; \Delta t) \) and is typically
referred to as the spaced-frequency, spaced-time correlation function. The range of
\( \Delta f \) values over which \( \Phi_h(\Delta f; 0) \) is non-zero is a measure of the coherence band-
width of the channel and is denoted by \( (\Delta f)^h_c \); due to the relationship between
\( \Phi_h(\Delta f; 0) \) and \( \varphi_h(\tau; 0) \), \( (\Delta f)^h_c \) equals the reciprocal of the multipath spread. If the
bandwidth of the information-bearing signal is small as compared to the coherence
bandwidth \( (\Delta f)^h_c \), the channel is said to be frequency-nonselective; the channel frequency
response is effectively flat over the transmission bandwidth. If, on the
other hand, the bandwidth of the information-bearing signal is larger than \( (\Delta f)^h_c \),

\(^1\) Throughout this chapter, we use the superscript \(^*\) to denote complex conjugation.
the channel is termed frequency-selective; the different frequency components of the transmitted signal are affected differently by the channel.

The Doppler spectrum \( S_h(\lambda) \) is used in characterizing the time variations in the channel; it corresponds to the Fourier transform of \( \Phi_h(\Delta f; \Delta t) \) with respect to the \( \Delta t \) variable evaluated at \( \Delta f = 0 \). If a pure tone \( \exp(j2\pi\lambda t) \) is transmitted over a channel with Doppler spectrum \( S_h(\lambda) \), then in the absence of noise,

\[
S_h(\lambda_0) = \int E[r(t)r^*(t + \Delta t)]d\Delta t.
\] (3.3)

In practice, (3.3) may form the basis of a strategy for estimating the Doppler spectrum. Specifically, we can obtain an estimate of \( S_h(\lambda_0) \) at a frequency \( \lambda_0 \) by transmitting a pure tone \( \exp(j2\pi\lambda_0 t) \), cross-correlating the received signal with \( \Delta t \)-delayed versions of itself so as to form estimates of \( E[r(t)r^*(t + \Delta t)] \), and then using these estimates in (3.3). For channels \( h(t; \tau) \) that are time-invariant, \( S_h(\lambda) \) reduces to a Kronecker delta function. Therefore, when there are no time variations in the channel, no spectral broadening of the transmitted signal would be observed at the receiver. The Doppler spread \( B^h_d \) corresponds to the range of \( \lambda \) values over which \( S_h(\lambda) \) is essentially non-zero, and its reciprocal is generally referred to as the coherence time of the channel and is denoted by \( (\Delta t)^c \). In general, we refer to a channel as slowly time-varying if the intersymbol period \( T_o \) of the information-bearing signal is much smaller than the associated coherence time \( (\Delta t)^c \) or, equivalently, if the Doppler spread is much smaller than the symbol rate.

The product \( T^h_mB^h_d \) is usually referred to as the spread factor of the channel and is often taken into account in communication system design. A channel \( h(t; \tau) \) is said to be underspread if \( T^h_mB^h_d < 1 \), and overspread otherwise. Consider, for instance, a channel for which \( T^h_mp^h_d \ll 1 \). Assume also that given an available bandwidth \( W \), the associated intersymbol time \( T_o \) satisfies \( T_o = 1/W \). Then, we can choose the bandwidth so that \( W \ll 1/T^h_m \) and \( T_o \ll 1/B^h_d \), i.e., so that the channel is frequency-nonselective and slowly time-varying. On the other hand, if the channel is overspread, it is not possible to select \( T_o \) and \( W \) so that the resulting channel is frequency-nonselective and slowly time-varying.

### 3.2 Equalization of Known Multipath Fading Channels

In this section, we focus on multiuser equalization techniques for multipath fading channels in the case that the channels are known at the receiver. As discussed earlier, this assumption implies that channel measurements can be made via training
that result in reasonably accurate channel estimates, which can then be used in symbol detection. In general, training can be introduced via a variety of methods. For instance, if the channel is slowly time-varying, i.e., the symbol rate $T^{-1}_c$ is larger than the Doppler spread of the channel $B^h_d$, training can be temporally interspersed with the data; the transmission is temporally partitioned into frames during which the channel can be first identified via a training stage and then assumed known for the next several symbols. Alternatively, training can be interspersed spectrally with the data; a (known) pilot tone occupying a fraction of the available bandwidth may be included as part of the transmitted signal at all times. As discussed in Chapter 2, yet another approach is the one used in a number of practical equalization schemes which are known as decision-directed; there is an initial identification period during which training data are used to identify the channel, followed by an adaptation stage during which current estimates of the channel response are used to obtain symbol estimates and subsequently these symbol decisions are used to update or adapt the current channel estimates.

A number of distinct channel models may arise depending on the bandwidth and the symbol rate of the signaling scheme and the channel parameters. As discussed in Section 3.1, the overall channel model we use is linear and time-varying (LTV). The channel is often very slowly time-varying (i.e., $(\Delta f)_c \gg T_o$), so that during the transmission of a long stream of data symbols the channel response remains effectively constant; in this case, the LTI model is often a naturally suited description of the channel. When in addition the multipath spread of the channel is much smaller than that the intersymbol period, i.e., $T^h_m \ll T_o$, an additive white Gaussian noise channel model may adequately capture the key channel characteristics. We discuss equalization in the general case where the channel is LTV, often specializing the resulting processors to LTI and additive white Gaussian noise channels.

We consider several equalizer design criteria that result in distinct systems with diverse performance-complexity characteristics. In particular, we discuss a number of equalizers for use in a multiuser setting that arise as natural extensions or generalizations of known single-user equalizers.

In Section 3.2.1 we describe the general system model and also develop a discrete-time system arising in chip-rate sampling equalizers, which are equalization systems whose front ends consist of low-pass filtering followed by continuous- to discrete-time conversion.

In Section 3.2.2 we describe the maximum-likelihood (ML) sequence detector for the general LTV channel. This detector obtains an intermediate sequence of sufficient statistics from which the ML sequence estimate can be determined. Although their complexity makes ML sequence detectors impractical in general, computation of the sufficient statistics sequence has been used as a front end for a number of suboptimal but practical equalization algorithms.
Section 3.2.3 discusses the matched-filter detector generalization in the LTV case, which is the optimal single-user, single-symbol detector and is typically referred to as the RAKE receiver. The performance of this receiver in a single-user, single-symbol transmission provides an upper bound on the detection performance for any multiuser detector. In a multiuser setting, this low-complexity single-user receiver suffers in general from intersymbol interference (ISI) and MAI.

In Section 3.2.4 we discuss multiuser extensions of the single-user, linear zero-forcing (ZF) equalizer. These linear detectors operate on the sequence of sufficient statistics and completely remove ISI and MAI, but generally suffer from noise enhancement.

Section 3.2.5 discusses the multiuser extension of the single-user, linear minimum mean-square error (MMSE) equalizer, which is the best linear receiver in terms of minimizing the expected mean-square estimation error between the symbol estimates before the decision and the actual symbols. We present a framework based on Kalman filtering for obtaining recursive algorithms for linear MMSE and ZF equalizer design.

Section 3.2.6 discusses recursive implementations of decision-feedback equalizers as well as more general successive cancellation schemes. All these detectors present practical approaches to equalization that are significantly more resistant to MAI than are single-user based receivers.

Finally, in Section 3.2.7 we briefly describe a class of recursive equalizers that correspond to Kalman filtering solutions for properly formulated state-space models arising from the chip-rate sampling front end introduced in Section 3.2.1.

### 3.2.1 System Model

We consider a multiuser communication scenario where $P$ users are communicating over a common bandwidth $\mathcal{W}$. We assume that the $i$th user is communicating a symbol stream $s_i[n]$ at symbol rate $W_o = 1/T_o$ and that the associated transmitted waveform $x_i(t)$ is given as the following sum of $T_o$-delayed signals

$$x_i(t) = \sum_k c_i(t - kT_o; s_i[k]),$$

where $c_i(t; s)$ is the transmitted waveform of the $i$th user associated with symbol $s$. We will mainly focus on linear modulation schemes, in which case the $i$th symbol stream is linearly modulated on the signature of the $i$th user, i.e.,

$$x_i(t) = \sum_k s_i[k]c_i(t - kT_o),$$

(3.4)
where \( c_i(t) \) is the signature of the \( i \)th user. The received signal \( r(t) \) is a noise-corrupted sum of the received versions of the \( P \) transmitted signals \( x_i(t) \) after these have propagated through the wireless medium, i.e.,

\[
r(t) = \sum_{i=1}^{P} \int_{-\infty}^{\infty} h_i(t; \tau)x_i(t - \tau) \, d\tau + w(t),
\]

where \( w(t) \) is white circularly symmetric, complex-valued stationary Gaussian noise of intensity \( \mathcal{N}_o \). The task at the receiver is to estimate the \( P \) symbol sequences \( s_i[n] \), based on observation of \( r(t) \) and assuming knowledge of the channel responses \( h_i(t; \tau) \) and the codewords \( c_i(t) \).

### 3.2.1.1 Discrete-Time Signal Model

A particular class of equalization schemes we consider employs sampling of the received waveform \( r(t) \) in (3.5) at rate \( T = 1/\mathcal{W} \) followed by discrete-time processing. In this case, the sampling rate and the symbol rate are related as \( T = T_o/L \), where \( L \) is usually a large integer. In general, since \( P \) users are sharing a total fixed bandwidth \( \mathcal{W} = L\mathcal{W}_o \), the effective bandwidth per user is \( L\mathcal{W}_o/P \). In CDMA systems, \( L \) equals the number of chips per symbol; for this reason, we refer to these schemes as chip-rate sampling schemes. By using the representation of \( x_i(t) \) in terms of its Nyquist \( T \)-spaced samples \( x_i[n] = x_i(nT) \) (since \( x_i(t) \) is bandlimited in \([-\mathcal{W}/2, \mathcal{W}/2]\)), (3.5) can be transformed to [2]

\[
r(t) = \sum_{i=1}^{P} \sum_{k} h_i(t; k)x_i[k] + w(t),
\]

where

\[
h_i(t; k) \triangleq \int h_i(t; t - \tau) \frac{\sin(\pi(\tau - kT)/T)}{\pi(\tau - kT)/T} \, d\tau.
\]

Let \( y[n] \) denote the sequence arising from ideal low-pass filtering of \( r(t) \) with cutoff frequency \( \mathcal{W}/2 \), followed by continuous-to-discrete time conversion. Since low-pass filtering is a linear operation on \( r(t) \) and using (3.6), we have

\[
y[n] = \sum_{i=1}^{P} \sum_{k} h_i[n; k]x_i[n - k] + w[n],
\]

where \( y[n] = r(nT) \), the noise sequence \( w[n] \) is zero-mean complex-valued circularly symmetric white Gaussian sequence with variance \( \sigma_w^2 = \mathcal{N}_o\mathcal{W} \), and the kernels \( h_i[n; k] \) provide a description of the linear transformations of the \( x_i[n] \)'s that produce \( y[n] \) in the absence of noise. The discrete-time model (3.8) arising from chip-rate sampling of \( r(t) \) is depicted in Figure 3.1. According to the model, the impulse response of the LTV channel associated with the \( i \)th user's sequence \( x_i[n] \)
is given by the kernel \( h_i[n; k] \), which corresponds to the response of the channel at time \( n \) to a unit-impulse transmitted by the \( i \)th user at time \( n - k \).

Clearly, (3.7) and (3.8) are both conceptually convenient expressions involving nonrealizable ideal low-pass filtering. Furthermore, significant information loss can arise from low-pass filtering and sampling \( h(t; k) \) in (3.7) to produce \( y[n] \) in (3.8), unless the channel Doppler spread is much smaller than the available bandwidth, i.e., \( B_d \ll W \). In practice, sampling rates higher than \( 1/W \) can be combined with better-behaved low-pass filters (i.e., with gradually decaying transition bands) with passband including \([-W/2, W/2]\) to provide robust systems that can be reasonably modeled via a discrete-time representation of the form (3.8).

Given the multipath spread of a channel \( T_{\text{m}}^b \) and the signal bandwidth of the signaling scheme, there are \( \lceil T_{\text{m}}^b W \rceil + 1 \) resolvable paths in (3.5) [2]. For a given sampling period \( T \), this model corresponds to an equivalent discrete-time FIR filter kernel \( h_i[n; k] \) whose effective spread is \( L_i + 1 \approx \lceil T_{\text{m}}^b / T \rceil + 1 \). Note, however, that in the presence of additional filtering prior to sampling, the length of the equivalent discrete-time filter may in general be significantly longer than \( \lceil T_{\text{m}}^b / T \rceil + 1 \).

The model (3.8) for chip-rate sampling also suggests the following discrete-time representation of the linear modulation scheme (3.4):

\[
x_i[n] = \sum_k s_i[k] c_i[n - k L],
\]

which arises from (3.4) and (3.8) by letting \( c_i[n] = c_i(nT) \). This equivalent discrete-time baseband model describing the modulation of each symbol stream is depicted in Figure 3.2. The sequence \( s_i[n] \) corresponding to the (coded) sequence of symbols
transmitted by the $i$th user is linearly modulated onto a unique signature sequence $c_i[n]$ with support $K$ to produce $x_i[n]$, which is transmitted within the total available bandwidth $W$. A convenient interpretation of the common multiple-access schemes can be obtained from this discrete-time model. For example, TDMA systems use $c_i[n] = \delta[n-n_i]$ for some integer $0 \leq n_i \leq L-1$, where the $n_i$'s are distinct. On the other hand, conventional CDMA systems use binary-valued pseudorandom sequences of length $K = L$, whereas the spread-signature CDMA systems that are developed in Chapter 1 use binary-valued pseudorandom sequences of length $K \gg L$.

In the next section, we discuss processors that perform joint detection of all $P$ symbol streams from observation of $r(t)$ in (3.5) and have the property that they minimize the probability of error in a certain sense.

### 3.2.2 Limits on Equalizer Performance over Fading Channels—Maximum-Likelihood Sequence Detection

Before discussing practical multiuser equalization strategies over fading channels, it is important to develop some intuition regarding the limits of equalizer performance by examining equalizers that are optimal in a certain useful sense. Specifically, consider the scenario of $P$ users sharing a common bandwidth $W$, each communicating a sequence of $2N + 1$ symbols over a fading channel. In the limit $N \to \infty$, this scenario reduces to the one considered in Section 3.2.1. Let

$$s[n] = [s_1[n] \ s_2[n] \ \cdots \ s_P[n]]^T,$$

where the superscript $^T$ denotes transposition, and let the vector supersymbol $S$ denote the collection of all $P(2N + 1)$ transmitted symbols:

$$S = [s_1^T[-N] \ \cdots \ s_P^T[N]]^T.$$  

(3.11)

We will examine the detector that selects the value of $\hat{S}$ based on observation of $r(t)$, that maximizes the associated log-likelihood function. This ML sequence detector is optimal in the sense that it minimizes the probability of making a supersymbol error, provided that all possible supersymbols $S$ are equally likely.

For simplicity, we assume that the coded symbol stream of the $i$th user $s_i[-N], s_i[-N + 1], \cdots, s_i[N]$ is linearly modulated on the signature waveform (code-
word) \( c_i(t) \) according to (3.4) and transmitted over the fading channel \( h_i(t; \tau) \). Specifically, the \( i \)th transmitted signal is given by

\[
x_i(t) = \sum_{n=-N}^{N} s_i[n] c_i(t - nT_o).
\] (3.12)

The received signal \( r(t) \) consists of the sum of the responses of the \( P \) transmitted signals and measurement noise and is given by (3.5). By letting

\[
\tilde{h}_i(t; \tau) = \int_{-\infty}^{\infty} h_i(t; \tilde{\tau}) c_i(t - \tilde{\tau} - \tau) d\tilde{\tau},
\] (3.13)

the response of the \( i \)th user’s transmitted signal to the \( i \)th channel can be recast as follows:

\[
u_i(t) = \int \tilde{h}_i(t; \tau) x_i(t - \tau) d\tau
\] (3.14)

\[
= \sum_{n=-N}^{N} \tilde{h}_i(t; nT_o)s_i[n].
\] (3.15)

Consequently, the sum response \( u_s(t) = \sum_i u_i(t) \) satisfies

\[
u_s(t) = \sum_{n=-N}^{N} \tilde{h}_n^T(t)s[n],
\] (3.16)

where

\[
\tilde{h}_n(t) = [\tilde{h}_1(t; nT_o) \quad \tilde{h}_2(t; nT_o) \quad \cdots \quad \tilde{h}_p(t; nT_o)]^T.
\] (3.17)

Using (3.16), we can then rewrite (3.5) as

\[
r(t) = \sum_{n=-N}^{N} \tilde{h}_n^T(t)s[n] + w(t)
\] (3.18)

The maximum-likelihood sequence detector for the set of \( P(2N + 1) \) symbols summarized by \( S \) based on observation of (3.18) selects the supersymbol \( \hat{S} \) that maximizes the associated log-likelihood function, or equivalently [3],

\[
\hat{S} = \arg \min_S \int_{-\infty}^{\infty} \left| r(t) - u_S(t) \right|^2 dt
\] (3.19)

\[
= \arg \max_S 2 \text{Re} \left\{ \sum_{n=-N}^{N} y[n]s[n] \right\} + E_S,
\] where the superscript \( ^\dagger \) denotes the conjugate transpose operator, \( \text{Re} \{ \cdot \} \) denotes the real part of its argument, \( E_S = \int_{-\infty}^{\infty} \left| u_S(t) \right|^2 dt \), and

\[
y[n] = \int_{-\infty}^{\infty} r(t)\tilde{h}_n^*(t) dt.
\] (3.20)
The vector sequence $\mathbf{y}[n]$ is a set of sufficient statistics for sequence detection via observation of the waveform $r(t)$. The ML sequence detector first precomputes the vector waveform $\mathbf{h}_n(t)$ for any $n$, using knowledge of $h_i(t; \tau)$ and $c_i(t)$, then obtains $\mathbf{y}[n]$ at time $n$ as the response of $r(t)$ to a matched filter $\mathbf{h}_n^*(t)$ at time $t = 0$, and finally solves (3.19). The sufficient statistic sequence $\mathbf{y}[n]$ in (3.20) also satisfies

$$\mathbf{y}[n] = \sum_k R_{\mathbf{h}}[n; k] \mathbf{s}[n - k] + \mathbf{v}[n],$$

where the autocorrelation function of $\mathbf{v}[n]$ is given by

$$R_{\mathbf{v}}[n, n - k] = E[\mathbf{v}[n] \mathbf{v}[n - k]] = R_{\mathbf{h}}[n; k],$$

and where the $P \times P$ time-varying kernel $R_{\mathbf{h}}[n; k]$ is given by

$$R_{\mathbf{h}}[n; k] = \int \mathbf{h}_n(t) \mathbf{h}_{n-k}^*(t) dt.$$  

Given the set of sufficient statistics $\mathbf{y}[n]$, one can, in principle, solve for $\hat{\mathbf{S}}$ in (3.19) by exhaustive search. Since the number of all possible symbol sequences grows exponentially with the number of users $P$ and the number of symbols $2N + 1$, such an exhaustive search method is, in general, computationally impractical. Furthermore, it requires observation of the whole sequence before any decision in made. Consequently, optimal detection is usually impractical. In general, we seek to develop practical equalizers by reducing the complexity as much as possible without significantly sacrificing performance.

As we shall see, many practical detectors operate on $\mathbf{y}[n]$, i.e., employ the (possibly time-varying) matched filter as their front end. In practice, the continuous-time matched filter (3.20) can be implemented in a more robust fashion in discrete time via a method that is a direct generalization of the discrete-time implementation of the continuous-time matched filter for LTI channels [4]. Specifically, band-limited sampling of the continuous-time waveform is first performed at $K$ times the baud rate $T_0^{-1}$, where $K$ is an integer satisfying $K > 2$, so that the equivalent time-varying channel response can be reconstructed from these samples. The resulting sequence is then passed through a discrete-time filter followed by decimation by a factor $K$.

### 3.2.2.1 Sufficient Statistics for LTI Channels

In certain cases, the channel $h_i(t; \tau)$ may be varying slowly enough compared to the symbol rate (i.e., $1/T_0 \gg B_0^i$) that it may be convenient to view it as time-invariant over a long sequence of symbols. In the absence of time-selective fading, the $i$th channel has the following form:

$$h_i(t; \tau) = h_i(\tau).$$

(3.22)
The corresponding effective channel $\hat{h}_y(t)$ in (3.17) is given by

$$\hat{h}(t - nT_o) \triangleq \hat{h}_y(t) = \left[ h_1 * c_1(t - nT_o) \ h_2 * c_2(t - nT_o) \ \cdots \ h_p * c_p(t - nT_o) \right]^T,$$

(3.23)

where $*$ denotes convolution. The continuous-time matched filter (3.20) resulting in the sufficient statistic $y[n]$ is often used as a front end in a number of practical detectors. In the LTI case, the sequence $y[n]$ is the response of the filter $h^*(\tau)$ driven by $r(t)$ and sampled at time instant $nT_o$ [5]. In particular, the sequence $y[n]$ satisfies

$$y[n] = \sum_k R_h[n - k][s[k] + v[n]] = R_h[n] * s[n] + v[n].$$

(3.24)

The Fourier transform of the sequence $R_h[n]$ is given by the folded spectrum of $\hat{h}(t)$ [2, 6]

$$S_h(e^{j\omega}) = \frac{1}{T_o} \sum_{k=-\infty}^{\infty} \tilde{H}(\omega + 2\pi k/T_o)\tilde{H}^*(\omega + 2\pi k/T_o),$$

and the spectrum of the noise sequence $v[n]$ satisfies $S_v(z) = \mathcal{N}_v S_h(z)$. As in the single-user case, the frequency domain form of (3.24) will often prove convenient; the z-transform of any sample path $y[n]$ satisfies

$$y(z) = S_h(z) s(z) + v(z),$$

(3.25)

where $S_h(z)$ is the z-transform of the autocorrelation function $R_h[n]$ in (3.24).

As we mentioned in the previous section, the continuous-time matched filter (3.20) can be implemented in a more robust fashion in discrete time. In the special case that the channels are LTI, this implementation is obtained by bandlimited sampling of the continuous-time waveform at $K$ times the baud rate $T_o^{-1}$, followed by a discrete-time matched filter and decimation by a factor of $K$, where $K \geq 2$ [4].

### 3.2.2.2 Sufficient Statistics for Additive White Gaussian Noise Channels

In certain cases where the multipath spread is much smaller than the intersymbol period $T_o$ (or even the chip duration $T$) and channel is very slowly time-varying compared to the symbol rate, the channel may be well approximated as LTI with impulse response equal to a delayed impulse. We refer to such channels as additive white Gaussian noise (AWGN) channels. The $i$th channel in the AWGN scenario is a special case of (3.22) and is given by

$$h_i(t; \tau) = \alpha_i \delta(\tau - \tau_i),$$

(3.26)

where $\alpha_i$ is the (complex) gain of the $i$th channels, and $\tau_i$ is the delay of the $i$th user with respect to the receiver. The delay $\tau_i$ represents the net effect of propagation delay and transmission delay with respect to the (reference) receiver. Each delay is assumed to be known at the receiver since it is part of the known channel $h_i(t; \tau)$. 

We will sometimes consider the synchronous communication case which corresponds to $\tau_1 = \tau_2 = \cdots = \tau_p = \tau$.

The associated effective channel $\mathbf{h}_n(t)$ in (3.17) is given by

$$\mathbf{h}_n(t) = [a_1c_1(t - nT_o - \tau_1) \quad a_2c_2(t - nT_o - \tau_2) \quad \cdots \quad a_pc_p(t - nT_o - \tau_p)]^T,$$

and the $i$th entry of the sufficient statistic $y_i[n]$ satisfies [3]

$$y_i[n] = a_i^* \int_{-\infty}^{\infty} r(t)c_i^*(t - nT_o - \tau_i) dt.$$  \hspace{1cm} (3.28)

Substituting for $r(t)$ in (3.28), the expression in (3.18) and in conjunction with (3.26) reveals that the contribution of the $k$th symbol of the $j$th user to the $n$th symbol of the $i$th correlation is proportional to $a_j^* a_i^* \rho_{i,j}[n, k]$, where

$$\rho_{i,j}[n, k] = \int_{-\infty}^{\infty} c_j(t - kT_o - \tau_j)c_i^*(t - nT_o - \tau_i) dt,$$ \hspace{1cm} (3.29)

which in the general case will be non-zero for some $n - k$, even if $i \neq j$. Note that $y_i[n]$ is generally not a sufficient statistic for the detection of $s_i[n]$, although the set of all $y_i[n]$ for all $i$ and $n$ forms a set of sufficient statistics for $\mathbf{S}$. In [3], a Viterbi algorithm, which has $O(2^P - 1)$ complexity per binary decision, is presented for the implementation of the ML sequence estimator. In effect, the system is equivalent to a single-user system, where the user codes the $n$th vector symbol $\mathbf{s}[n] = \mathbf{0}$ on the sequence

$$p_0(t) \triangleq \sum_{i=1}^{P} \theta a_i^* c_i(t - \tau_i).$$

In this form, it is readily apparent that ML sequence estimation generally corresponds to a Viterbi algorithm with $|s|^P$ states, where $|s|$ denotes the size of the (common) alphabet from which $s_i[n]$ for any $i$ is drawn. Consequently, ML sequence detection is a combinatorial optimization problem in the number of users $P$. In [3], the specific structure of $p_0(t)$ is exploited to obtain an ML sequence detection algorithm that is more efficient in terms of computations but nevertheless still of exponential complexity in the number of users.

Finally, consider the special case where transmission is synchronous and each signature is time-limited in $[0, T_o]$. In this case, $\rho_{i,j}[n, k]$ in (3.29) is zero for all $i, j$ if $n \neq k$. This implies that the $n$th vector sample $y[n]$ in (3.20) is a sufficient statistic for the $n$th vector symbol $\mathbf{s}[n]$, so that (3.19) decouples into a set of separate maximizations for each vector symbol. However, unless $\rho_{i,j} \triangleq \rho_{i,j}[n, n]$ is of the form $\rho_{i,j} = \rho_{i,j}^* \delta[i - j]$, the complexity of the computation of the ML estimate of each supersymbol is still exponential in the number of users [7].

Next, we focus on suboptimal equalization schemes in the presence of fading, which are significantly less computationally intensive than the ML sequence detector (3.19).
3.2.3 The Matched-Filter Receiver for Time-Varying Channels

A simple receiver often used if the channel is time-varying and known is a generalized form of the matched-filter receiver for linear-time varying channels. As mentioned in earlier chapters, this receiver is usually referred to as the (single-user) RAKE receiver. Although this receiver combats time-selective fading, it does not use knowledge of the surrounding symbols to reduce ISI and treats the signals of the other users in the system as noise, so that it typically suffers from considerable cochannel interference.

The single-user RAKE receiver, invented by Price and Green [8], is optimal in terms of minimizing the probability of a symbol error in the scenario that the channel is known, there is only one user, and only one symbol $s$ is transmitted. Specifically, let the transmitted waveform associated with the symbol $s$ be denoted by $c_s(t)$. The signal $c_s(t)$ passes through a linear channel with kernel $h(t; \tau)$. From (3.5), for any modulation scheme the received signal satisfies

$$ r(t) = \int_{-\infty}^{\infty} h(t; \tau)c_s(t - \tau) \, d\tau + w(t). \tag{3.30} $$

Since the channel is known, the signal

$$ v_s(t) \triangleq \int_{-\infty}^{\infty} h(t; \tau)c_s(t - \tau) \, d\tau $$

can be computed for every possible value of $s$. Thus, (3.30) reduces to a test of the following hypotheses:

$$ r(t) = v_s(t) + w(t) \quad \text{under } H_s. $$

The RAKE receiver comprises a bank of filters each matched to $v_s(t)$ corresponding to a particular value of $s$, followed by subsequent energy adjustments and a decision. In this additive white Gaussian noise scenario, it is the detector that minimizes the probability of error.

In the special case that the modulation scheme is linear such as in (3.9), $c_s(t)$ is given by (3.12) for $N = 0$ and $P = 1$. In this case, a single sufficient statistic $y_1[0]$ is obtained from (3.20). The statistic $y_1[0]$ corresponds to the output of $r(t)$ through a matched filter $h^*_1(-t; 0)$ in (3.13) sampled at $t = 0$, which can then be substituted in (3.19) to obtain the ML estimate of $s$. In general, for linear modulation schemes, the MF detector corresponds to first obtaining the set of sufficient statistics (3.20) and then selecting as the estimate of the $n$th symbol of the $i$th user the symbol from the $i$th alphabet that is closest to the $i$th element of $y[n]$.

The single-user RAKE receiver provides one of the most elementary detectors used in time-selective fading channels. Its performance for the model (3.30)
provides an upper bound on the performance of all the schemes for which \( N > 0 \) (ISI is present), there is insufficient knowledge of the channel, and there are also multiple users \( (P > 1) \). However, this receiver does not compensate for ISI and MAI, and in fact its performance is generally MAI- and ISI-limited; even in the absence of noise, the performance of this receiver can be very poor. Since it does not eliminate MAI, this receiver has poor near-far resistance.\(^2\)

We next briefly consider multiuser extensions of the single-user ZF detectors which result in eliminating both MAI and ISI.

### 3.2.4 Linear Zero-Forcing Equalizers

Like any linear equalizer, the linear ZF equalizer applies to the received data a linear transformation described by a linear kernel \( g_{k,\text{ZF}}[n; k] \) followed by a slicer. The linear ZF equalizer has the property that the linear kernel output is exactly the original symbol sequence \( s[n] \) in the absence of noise. This receiver ignores the effects of noise and undoes the effects of the channels, thus completely removing the effects of ISI and MAI. However, in doing so, it generally enhances the noise. The linear ZF equalizer filter kernel for LTV channels naturally arises as a special case of the optimal linear MMSE equalizer, so we defer its development to Section 3.2.5. In the special case that the channel is LTI, considering (3.24) in its \( z \)-domain form (3.25) reveals that the ZF equalizer reduces to an LTI filter matrix with frequency response

\[
G_{\text{ZF}}(z) = (S_h(z))^{-1}. \tag{3.31}
\]

As in the single-user case, the linear ZF equalizer does not always exist; for instance, if for some \( z \) on the unit circle \( S_h(z) = 0 \), then a ZF equalizer does not exist.

We next consider in more detail the ZF equalizer in the special case that the channel is AWGN.

#### 3.2.4.1 AWGN Channel—The Decorrelating Receiver

As discussed in Chapter 2, in the special case that the channel is AWGN, the linear ZF equalizer is usually referred to as a decorrelating receiver [7]. We first briefly discuss synchronous communication, which corresponds to having \( \tau_i = \tau_j \) for all \( i, j \) in (3.26) and where the \( \alpha_i \)'s are the received symbol amplitudes. In this case, the decorrelating receiver represents an effective performance/complexity trade-off between the optimal ML receiver and the single-user matched filter [7]. Specifi-

\(^2\)In general, as discussed in Chapter 2, a receiver is not near-far resistant if as the additive-noise level goes to zero, there is a choice of MAI power levels that result in non-zero symbol-error probability.
cally, consider the detection of $s = s[0]$ from (3.10) at time 0. For convenience, we drop the time-dependence from all variables for the remainder of this section. Let $R_h$ correspond to the $P \times P$ matrix whose $(i, j)$th entry is given by $[R_h]_{i,j} = \alpha_i \alpha_j r_{i,j}$, where $r_{i,j}$ is given by (3.29). Then, the sufficient statistic for $s$ given by (3.20) reduces to

$$y = R_h s + w,$$  \hspace{1cm} (3.32)

where $w$ is a zero-mean Gaussian random vector with covariance matrix $N_\sigma R_h$.

The single-user, matched-filter (RAKE) detector for the $i$th user treats all the other users as noise and uses solely the $i$th entry of $y$, namely $y_{i,i}$, to estimate $s_i$. Specifically, it selects as its estimate the symbol from the $i$th alphabet that is closest to $y_{i,i}$ in terms of its Euclidean distance. This receiver is optimal in terms of minimizing the probability of error in the single-user case, as well as in the multiuser scenario in which the user’s signature waveforms are orthogonal, i.e., $r_{i,j} = r_{i,i} \delta[i-j]$. In case the codewords are not orthogonal, however, the performance of this receiver is MAI-limited. Even in the absence of noise, the single-user detector may result in unacceptably high probability of error for any given user whose codeword is not orthogonal to all the others, for certain choices of received power levels, given by $w_i = |a_i|^2 r_{i,i}$. In this sense, even in the AWGN case, the conventional single-user detector has poor near-far resistance characteristics [7].

Recall from Chapter 2 that the decorrelating receiver is a linear ZF receiver [2] in that it is based on linear transformations of the received signal that result in producing the desired symbols in the absence of noise. Let us assume that the codewords $c_i(t)$ are all linearly independent, in which case $R_h$ in (3.32) is invertible. In the absence of noise, $R_h^{-1} y$ provides the desired set of symbols $s$, i.e., it completely removes MAI. In the presence of noise, the detector would first obtain

$$\hat{s} = R_h^{-1} y = s + R_h^{-1} w$$ \hspace{1cm} (3.33)

and then select as the $i$th symbol estimate $\hat{s}_i$, the symbol from the $i$th alphabet that is closest in terms of its Euclidean distance to the $i$th entry of $\hat{s}$. Note that, as is usually the case with ZF equalizers, the noise term in (3.33) is colored, so basing the decision on the $i$th symbol solely on the $i$th entry of $\hat{s}$ is, in general, suboptimal. If the signatures $c_i(t)$ form a linearly dependent set, one can define decorrelating receivers based on any generalized inverse $R_h^\dagger$ of $R_h$, namely, [7]

$$\tilde{s} = R_h^\dagger y.$$ \hspace{1cm} (3.34)

In the absence of noise, the detector (3.34) would make correct symbol decisions for any user whose codeword $c_i(t)$ is linearly independent from all the other codewords. However, there is still ambiguity regarding the symbols corresponding to
users whose codewords are linearly dependent, and this ambiguity cannot be resolved via linear methods. Note that such ambiguities are often resolvable by ML detectors since these exploit the discrete alphabet property of the symbol streams. A nice feature of the decorrelating receiver is that it achieves the near-far resistance of the ML receiver [7] while maintaining low complexity.

In the asynchronous Gaussian channel case, where the user signatures overlap in time and space, MAI interference is inevitable. As we have seen, due to asynchrony, ML detection is a dynamic programming problem where the number of states grows exponentially with the number of users [3]. A large effort has been devoted to developing practical near-far resistant algorithms for this channel, which often arises in the reverse link of a direct line-of-sight wireless CDMA system. Since the decorrelating receiver is a linear filter which, when applied to the data, reproduces the original symbol sequences in the absence of noise, it clearly constitutes a special case of the linear ZF equalizer for multiple-access LTI channels [9]. Other aspects of the decorrelating receiver are considered in Chapter 2.

We next consider linear equalizers that are optimal in the sense that they result in the minimum mean-square symbol estimation error among all linear equalizers.

### 3.2.5 Linear MMSE Equalization

A linear equalizer applied on an observed waveform is a linear transformation of the data resulting in a sequence of soft symbol estimates $\hat{s}[n]$, followed by a set of $P$ quantizers to obtain the (hard) symbol decisions $s[n]$. In this section, we develop linear MMSE and ZF equalizers operating on the sufficient statistic sequence $y[n]$, in the case that the channel associated with each user is LTV and known to the receiver. In [10], Klein et. al. develop linear and decision-feedback ZF and MMSE equalizers via a method relying on block processing of long sequences of symbols. Here, we present an alternative approach, which results in recursive equalizers arising as Kalman filters based on appropriately formulated state-space models.

It is convenient to first whiten the noise by means of a linear, causal, invertible transformation of $y[n]$ in (3.21). Let $b[n; k]$ denote the causal $P \times P$ matrix kernel that whitens the noise sequence $v[n]$ for $n = 0, 1, \ldots$, i.e.,

$$\tilde{v}[n] = \sum_{k=0} b[n; k] v[n - k], \quad (3.35)$$

where the noise sequence $\tilde{v}[n]$ has jointly uncorrelated components and is white with power-spectral density $\mathcal{N}_o$, i.e.,

$$R_{\tilde{v}}[n, k] = \mathcal{N}_o \delta[n - k]. \quad (3.36)$$
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The coefficients $b[n; k]$ can be obtained by Gram-Schmidt orthogonalization starting with $b[n; 0]$. Note that for any $n$, $b[n; k] = 0$ for $k > n$ and $k < 0$, due to the method of its construction. Since no information is lost (i.e., we can retrieve $v[n] \text{ from } \bar{v}[n]$), we can use the whitening filter as a front end for any equalizer without loss of optimality. Consequently, let $h[n; k]$ denote the cascade of $b[n; k]$ with $R_h[n; k]$. Then, the response of $\bar{y}[n]$ to the whitening filter $b[n; k]$ satisfies

$$\bar{y}[n] = \sum_{k} h[n; k]s[n - k] + \bar{v}[n].$$  

(3.37)

Since $R_h[n; k]$ and the whitening filter are known, so is $h[n; k]$. The linear matrix kernel $b[n; k]$ is a multiuser, time-varying generalization of the well-known, single-user, whitened matched filter (WMF) for LTI channels.

In the approach that follows, we assume that we can find two integers $N_j, N_b > 0$ such that $h[n; k] \approx 0$ if $k > N_j$ or $k < -N_b$ for all $n$. Also, we assume that $s[n]$ is a zero-mean WSS process with $E[s[n]s^*[n]] = \mathcal{F}_{s}I$. We can then sketch the form of the linear MMSE equalizer. Let

$$x[n] = [s^T[n + N + N_j] \cdots s^T[n + 1] \ s^T[n] \cdots s^T[n + \bar{N} - N_b]]^T,$$

(3.38)

where $N$ denotes the smoothing window size and satisfies $N \geq 0$, and where $\bar{N}$ equals the minimum of $N$ and $N_b$. A state-space description for this system is given by the following set of equations:

$$x[n] = Fx[n - 1] + Gs[n + N + N_f]$$

(3.39a)

$$\bar{y}[n] = H[n]x[n] + \bar{v}[n],$$

(3.39b)

where $\bar{y}[n] = \bar{y}[n + N]$ and $\bar{v}[n] = \bar{v}[n + N]$. The matrix $F$ in (3.39a) is the following $(N' P) \times (N' P)$, $(P \times P)$–block delay matrix:

$$F = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & 1 & 0
\end{bmatrix},$$

(3.40a)

where $N' = N + N_j + N_b + 1 - \bar{N}$, and the $(N' P) \times P$ matrix $G$ satisfies

$$G = [I_{P \times P} \ 0_{P \times (N' P - P)}]^T.$$  

(3.40b)

The measurement equation (3.39b) corresponds to rewriting (3.37) in terms of the vector $x[n]$ instead of $s[n]$, and where the matrix $H[n]$ is composed of blocks of the WMF kernel $h[n; k]$ and is thus known.
The Kalman filter for the state-space model (3.39) provides the soft symbol estimates of the linear MMSE equalizer and has the following form:

\[
\begin{align*}
\tilde{x}[n \mid n] &= F\tilde{x}[n-1 \mid n-1] + \mu[n](\tilde{y}[n] - H[n]F\tilde{x}[n-1 \mid n-1]) \\
\mu[n] &= \Lambda[n \mid n-1]H^T[n](H[n]\Lambda[n \mid n-1]H^T[n] + N_o' I)^{-1} \\
\Lambda[n \mid n] &= (I - \mu[n]H[n])\Lambda[n \mid n-1] \\
\Lambda[n \mid n-1] &= FA[n-1 \mid n-1]F^T + \mathcal{E}_s GG^T
\end{align*}
\] (3.41)

initialized with \(\tilde{x}[-1 \mid -1] = 0\) and \(\Lambda[-1 \mid -1] = \mathcal{E}_s I\). The vector \(\tilde{x}[n \mid n]\) comprises the equalizer's soft estimates of symbols \(s[n-N_b + N], \ldots, s[n], \ldots, s[n+N+N_f]\), given observations up to time \(n+N\). For convenience, we use the following notation:

\[
\tilde{x}[n \mid n] = [\tilde{s}^T[n+N+N_f \mid n+N] \cdots \tilde{s}^T[n+1 \mid n+1] \cdots \tilde{s}^T[n+1 \mid n+1] \cdots \tilde{s}^T[n + N - N_b \mid n+N]]^T.
\] (3.42)

The matrix \(\Lambda[n \mid k]\) in (3.41) is the error covariance matrix associated with \(\tilde{x}[n \mid k]\) and thus conveniently provides the mean-square error associated with the soft symbol estimates. For instance, since \(\tilde{x}[n \mid n]\) and \(\tilde{s}[n \mid n+N]\) are related via (3.42), the \((N_f+1, N_f+1)\)st \(P \times P\) block of \(\Lambda[n \mid k]\) is the error covariance associated with the soft estimate \(\tilde{s}[n \mid n+N]\).

The hard symbol estimates of \(s[n]\) associated with the linear MMSE equalizer are given from the soft estimates in (3.42) via

\[
\hat{s}[n] = \arg \max_{s} \|\tilde{s}[n+1 \mid n+N] - s[n]\|^2,
\]

which decouples to \(P\) separate optimizations

\[
\hat{s}_i[n] = \arg \max_{s_i} \|\tilde{s}_i[n+1 \mid n+N] - s_i[n]\|^2 \quad i = 1, 2, \cdots, P.
\] (3.43)

The linear ZF equalizer can be obtained by letting \(N_o' \to 0\) in (3.41b), i.e., it is given by (3.41)–(3.43) where (3.41b) is replaced by

\[
\mu[n] = \Lambda[n \mid n-1]H^T[n](H[n]\Lambda[n \mid n-1]H^T[n])^{-1}.
\]

3.2.5.1 Linear Equalization for LTI Channels

In this section, we examine linear equalization schemes for multiuser LTI channels that can be used to combat the three effects of noise, ISI, and MAI. These equalizers arise as natural multiuser extensions of their single-user counterparts commonly used for equalization in known LTI channels.

As in single-user equalization over LTI channels, it is convenient to revert from a state-space to an input/output problem description. We assume that the
input sequence to the channel is the \( P \times 1 \) wide-sense stationary (WSS) vector sequence \( \mathbf{s}[n] \) in (3.10). The received signal is efficiently described by the vector \( \mathbf{y}[n] \) given by (3.24), which can be conveniently viewed as providing \( P \) observations per vector sample of the information-bearing signal \( \mathbf{s}[n] \). In this section, we assume that we know \( S_h(z) \), the z-transform of the autocorrelation function \( R_h[n] \) in (3.24), and that \( S_h(z) \) is rational and stable, i.e., all entries of its z-transform are rational and stable transfer functions.

A linear equalizer for the vector model (3.25) applies a matrix filter kernel to the vector of outputs \( \mathbf{y}[n] \) to obtain a sequence \( \hat{\mathbf{s}}[n] \), followed by a set of \( P \) quantizers to obtain the symbol decisions \( \hat{s}[n] \). We may then derive the linear MMSE equalizer whose objective is to minimize \( E[\| \hat{\mathbf{s}}[n] - \mathbf{s}[n] \|^2] \), where \( \|\mathbf{u}\| \) is the Euclidean norm of the vector \( \mathbf{u} \), and \( \hat{\mathbf{s}}[n] \) is the soft estimate of \( \mathbf{s}[n] \). Since \( \mathbf{s}[n] \) is WSS, from (3.24) the processes \( \mathbf{s}[n] \) and \( \mathbf{y}[n] \) are jointly WSS. In particular, the spectrum of \( \mathbf{y}[n] \) satisfies

\[
S_y(z) = S_h(z)S_s(z)S_h(z) + \mathcal{N}_o S_h(z),
\]  

(3.44)

while the cross-spectrum between \( \mathbf{y}[n] \) and \( \mathbf{s}[n] \) is given by

\[
S_{sy}(z) = S_s(z)S_h(z).
\]  

(3.45)

Since \( \mathbf{s}[n] \) and \( \mathbf{y}[n] \) are jointly WSS, the resulting linear MMSE filter is time-invariant. Let \( G(z) \) be the \( P \times P \) matrix MMSE filter, i.e., \( \hat{\mathbf{s}}(z) = G(z)\mathbf{y}(z) \). The orthogonality condition

\[
E[(\hat{\mathbf{s}}[n+k] - \mathbf{s}[n+k])\mathbf{y}^*[n]] = 0 \quad \text{for all } k
\]

implies that \( S_{sy}(z) = S_{sy}(z) \). Using (3.45) and (3.44), we can deduce that [6]

\[
G_{\text{LMMSE}}(z) = S_s(z)[S_h(z)S_s(z) + \mathcal{N}_o \mathbf{I}]^{-1},
\]  

(3.46)

where \( \mathbf{I} \) is the identity matrix. As in the single-user case, it can be shown that there exists \( \mathbf{g}[n] \) with transfer function \( G_{\text{LMMSE}}(z) \), which is stable [6]. Although conceptually convenient, the equalizer (3.46) is in general noncausal. In particular, in the case that it has infinite impulse response (IIR) and is anticausal, delay constraints imply that only approximate realizations of this equalizer can be implemented. From this point of view, the Kalman filtering algorithm (3.41) appears very attractive both in terms of its recursive implementation and in terms of providing the linear MMSE equalizer output for a given delay constraint (which is directly related to the smoothing factor \( N \)). In addition, an estimate for the mean-square error is conveniently available via the covariance matrix \( \Lambda[n|n] \). Finally, note that by setting \( \mathcal{N}_o = 0 \) in (3.46), we obtain the linear ZF equalizer (3.31).
3.2.6 Successive Cancellation and Decision-Feedback Equalizers for Multiple-Access Channels

Optimal detection in known multiuser fading channels is prohibitively complex, while the low-complexity, single-user detectors can greatly suffer in performance due to MAI (and possibly ISI) and do not possess any near-far resistance. As we have discussed above, the linear multiuser equalizers presented in Sections 3.2.4–3.2.5 often provide a reasonable trade-off between detector complexity and performance. Successive cancellation schemes may be employed as an alternative to linear multiuser techniques, or, more often, they can be used in conjunction with linear approaches to further improve performance at some additional cost in complexity. These often arise as extensions of single-user techniques in a multiuser setting created in such a way that the resulting equalizer complexity is linear or at most polynomial in the number of users.

To illustrate how a successive cancellation scheme can remove MAI, consider a two-user scenario where user 2 experiences a lot of interference from user 1 due to their nonorthogonality and a large difference in terms of their relative received power levels, i.e., \( w_1 \gg w_2 \). Let us also assume that only one symbol per user is sent, so that there is no ISI. The ML receiver performs the optimization in (3.19), where the adjustment for the immense power-level difference (and the resulting strong MAI that user 2 is experiencing) is reflected in the term \( E_p \). On the other hand, it is easy to show that a single-user RAKE receiver would perform poorly in this two-user scenario. Specifically, the RAKE receiver of the first user receives negligible interference from user 2, so that at high signal-to-noise ratio (SNR) we have \( \hat{s}_1 = s_1 \) with high probability. However, the second user’s RAKE receiver is MAI-limited since its output strongly depends on the actual symbol that user 1 is transmitting.

An obvious successive cancellation scheme for detecting the signal of user 2 in this scenario would first estimate the symbol of user 1 (by means of a RAKE receiver), subtract its contribution from \( r(t) \) (assuming \( \hat{s}_1 = s_1 \)), and set up the single-user RAKE receiver for user 2. If the modulation scheme is linear, user 2 may substitute \( \hat{s}_1 \) in (3.19) and perform the optimization over \( s_2 \). Although in general suboptimal, this scheme does not suffer from the very poor near-far performance experienced by the single-user receiver. Furthermore, this scheme can be easily generalized to the \( P \)-user case. The users are first ordered in terms of their power level, i.e., \( w_1 \geq w_2 \geq \cdots \geq w_P \). Having detected the symbols of users 1, 2, \( \cdots \), \( i-1 \), a decision for the \( i \)th user’s symbol can be formed by first regenerating \( x_i(t) \) through \( x_{i-1}(t) \) based on the decoded symbols \( \hat{s}_1, \hat{s}_2, \cdots, \hat{s}_{i-1} \), stripping off their response from the received signal \( r(t) \), and consequently feeding the resulting signal to the \( i \)th user RAKE detector.
A number of successive cancellation methods employ several stages of interference rejection to improve performance. Such approaches have their roots in the original multistage MAI rejection method for CDMA systems developed in [11], which is very similar to the successive cancellation approach presented above. Specifically, in [11] Varanasi and Aazhang consider a scenario of $P$ users where ISI from past and future symbols is negligible. At the $m$th stage, a decision for the $i$th user symbol is formed by first removing all MAI from the received signal by using the $(m-1)$st stage symbol estimates and consequently feeding the resulting signal to a single-user receiver for the $i$th user. The performance of this multistage algorithm greatly depends on the choice of the initial symbol estimates (1st stage). In the algorithm described in [11], these estimates are formed via a linear receiver, e.g., a decorrelating receiver.

Although its performance can often be inferior to the one obtained by linear methods and even by conventional single-user receivers, the algorithm in [11] generated considerable interest in the area of successive cancellation. Several other decision-based detectors have subsequently been developed; see, e.g., [12] and the references therein. For instance, a number of other successive cancellation algorithms have been proposed for CDMA systems [13–16]. Successive cancellation methods that can approach ML optimal performance in terms of symbol error-rate and near-far resistance have also been developed for spread-signature CDMA systems [17]. More generally, developing robust, low-complexity, multistage-successive-cancellation schemes with improved performance and well-behaved dynamical behavior is a rich and active area of research. In addition, obtaining a better assessment of the performance-complexity trade-offs of successive cancellation schemes, as well as of the performance limits as compared to the optimal detectors, constitute issues that are worth further investigation.

Use of successive cancellation to remove MAI is similar to the use of decision-feedback equalization in single-user settings to remove ISI. Specifically, the design of a conventional, single-user, decision-feedback equalizer (DFE) is based on the assumption that past symbol decisions are correct, so that ISI from past symbols can be stripped off before detection of the current symbol. In this sense, DFES constitute a particular class of successive cancellation schemes that remove MAI and ISI based on hard estimates of detected symbols.

We next consider a number of natural multiuser extensions of single-user DFES that attempt to further improve immunity to MAI and ISI.

3.2.6.1 Decision-Feedback Equalization

A DFE in a multiuser setting uses past symbol decisions from all users in order to remove ISI and MAI, and soft symbol estimates for removal of ISI and MAI from future symbols. When designing DFES, it is assumed that all the past decisions are
correct; this assumption implies that the equalizer is operating at a sufficiently high SNR that the decisions it makes are correct with high probability [2]. As in the single-user case, analysis based on the minimum probability of error criterion is usually difficult. As a result, simpler suboptimal criteria such as MMSE or ZF are usually selected.

In this section, we present DFEs operating on the sufficient statistic sequence \( y[n] \) from (3.20) for known multiuser LTV channels. In developing the MMSE DFE, it is convenient to use the observations in the form of the output of the WMF \( \tilde{y}[n] \) in (3.37), which is an equivalent description of \( y[n] \) in (3.20). In particular, this approach allows us to develop a recursive algorithm for obtaining the soft estimate of the vector symbol \( s[n] \) for any given time index \( n \). Specifically, consider a fixed index \( n \). As discussed above, it is assumed that the MMSE DFE hard symbol estimates \( \hat{s}[n-k] \) with \( k > 0 \) have been obtained and satisfy

\[
\hat{s}[n-k] = s[n-k] \quad \text{for all } k > 0.
\]  

(3.47)

Assuming that (3.47) is true, and since the noise sequence \( \tilde{v}[k] \) in (3.37) is white and \( h[n; k] \equiv 0 \) for \( k > -N_f \) or \( k < N_p \), we need only consider \( \tilde{y}[n+k] \) for \( k \geq -N_f \) in determining the MMSE DFE soft estimate of the vector symbol \( s[n] \). We may thus consider a state-space model where the state at time \( k \geq -N_f \) includes \( s[n] \) as well as all the symbols that contribute to \( \tilde{y}[n+k] \). Specifically, consider the following vector sequence as the state of the state-space model

\[
x_n[k] \triangleq \begin{bmatrix} s^T[n+k+N_f] & s^T[n+k+N_f-1] & \cdots & s^T[n+k+N_f-N_b+1] & s^T[n+k+N_f-N_b+1] \
\end{bmatrix}^T,
\]

(3.48)

where

\[
\tilde{k} = \begin{cases} 
  k & \text{if } -N_f - 1 \leq k \leq N_p + 1 \\
  N_p + 1 & \text{if } k > N_p + 1 
\end{cases}
\]

as \( k \) increases from \( -N_f \) to \( N_p \), the vector symbol of interest, namely \( s[n] \), "slides" from the first to the last \( P \times 1 \) block of \( x_n[k] \), where it remains for \( k \geq N_p + 1 \). A state-space description that generates (3.48) consists of the following set of equations:

\[
x_n[k] = F[k] x_n[k-1] + G s[n+k+N_f] 
\]

(3.49a)

\[
\hat{y}_n[k] = \tilde{H}_n[k] x_n[k] + \hat{v}_n[k],
\]

(3.49b)

where \( \hat{y}_n[k] = \tilde{y}[n+k] \) and \( \hat{v}_n[k] = \tilde{v}[n+k] \). In the recursion (3.49a), \( G \) is given by (3.40b) for \( N' = N_p + N_f + 2 \). Also, \( F[k] \) is given by (3.40a) with \( N' = N_p + N_f + 2 \) for \( k \leq N_p + 1 \), and
\[
F[k] = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 & 0 & 0 \\
0 & \cdots & 0 & 0 & 0 & 1
\end{bmatrix}
\text{ for } k > N_b + 1.
\]

As a result, when initialized with \( x_n[-N_f - 1] \) from (3.48), the recursion (3.49a) generates the entire sequence \( x_n[k] \) in (3.48). Similarly to (3.39b), the set (3.49b) denotes (3.37) rewritten in terms of \( x_n[k] \) instead of \( s[n] \). In particular, by letting \( H_n[n] \) denote the matrix \( H[n] \) used in (3.39b) for a particular \( N \), the matrix \( \tilde{H}_n[k] \) in (3.49b) satisfies

\[
\tilde{H}_n[k] = [H_k[n] \ 0_{p \times p}].
\]

The state-space model (3.49) can be readily used for designing Kalman filtering algorithms employing fixed-point smoothing [18] and is thus naturally suited for the design of the MMSE DFE. Specifically, the Kalman filter for the state-space model (3.49) has the following form:

\[
\dot{x}_n[k \mid k] = \begin{bmatrix}
F[k] & \tilde{\Sigma}_n[k \mid k - 1] \\
-I & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x}_n[k \mid k - 1] \\
\dot{z}_n[k \mid k - 1]
\end{bmatrix} + \begin{bmatrix}
\mu_n[k] \\
\Lambda_n[k \mid k - 1]
\end{bmatrix}
\]

where

\[
\dot{x}_n[k \mid k] = \dot{x}_n[k \mid k - 1] + \mu_n[k],
\]

\[
\mu_n[k] = A_n[k \mid k - 1] \tilde{H}_n[k](\tilde{H}_n[k]A_n[k \mid k - 1]\tilde{H}_n[k] + \Sigma_o)^{-1}.
\]

With proper initialization, the algorithm (3.50) provides the MMSE DFE soft estimate of \( s[n] \) for the particular index \( n \). Specifically, the assumption that all past symbol decisions are correct can easily be incorporated in the form of prior information; the Kalman filter (3.50) is initialized with

\[
\dot{x}_n[-N_f - 1 | -N_f - 1] = \dot{x}_n[-N_f - 1 | -N_f - 1],
\]

where

\[
\dot{x}_n[-N_f - 1 | -N_f - 1] = [\dot{s}^T[n - 1] \cdots \dot{s}^T[n - N_b - N_f - 1] \dot{s}^T[n - N_b - N_f - 2]]^T
\]

and

\[
\Lambda_n[-N_f - 1 | -N_f - 1] = 0.
\]
The initialization step (3.51) is an equivalent description of (3.47). As a result, the MMSE DFE soft estimate of the vector symbol \( \mathbf{s}[n] \) given all observations up to and including time \( n + N \) is given by

\[
\hat{\mathbf{s}}[n | n + N] = \begin{cases} 
\mathbf{0}_{P \times (N_f + N_P)P} & \mathbf{I}_{P \times P} \mathbf{0}_{P \times (N_b - N_f - N_P + 1)P} \tilde{\mathbf{x}}_n[N | N] & \text{if } -N_f \leq N \leq N_b \\
\mathbf{0}_{P \times (N_f + N_b + 1)P} & \mathbf{I}_{P \times P} \tilde{\mathbf{x}}_n[N | N] & \text{if } N \geq N_b + 1,
\end{cases}
\]

(3.52)

where \( \tilde{\mathbf{x}}_n[N | N] \) is given by (3.50)–(3.51). In practice, the smoothing window size \( N \) may be dictated by physical constraints, e.g., delay constraints or limitations in computational complexity. The MMSE DFE makes \( P \) symbol decisions at time \( n \) by solving the \( P \) separate optimizations (3.43), where \( \hat{\mathbf{s}}[n | n + N] \) is obtained via (3.50)–(3.52). In agreement with the conventional single-user MMSE DFE for LTI channels, the detector described by (3.50)–(3.52) and (3.43) removes (MAI and ISI) interference from past symbols, based on their hard estimates \( \hat{s}[n - m] \) for \( m > 0 \) (incorporated in (3.50) via \( \tilde{\mathbf{x}}_n[-N_f - 1 | -N_f - 1] \) from (3.51)), and interference from current symbols (MAI) and future symbols (MAI and ISI), based on the soft estimates \( \hat{\mathbf{s}}[n + m | n + N] \) for \( m > 0 \).

The matrix \( \mathbf{A}_n[N | N] \) is precisely the error covariance matrix that would be associated with \( \tilde{\mathbf{x}}_n[N | N] \) from (3.50) in the case that \( \tilde{\mathbf{x}}_n[-N_f - 1 | -N_f - 1] = \mathbf{x}_n[-N_f - 1 | -N_f - 1] \). Consequently, the diagonal \( P \times P \) block entry of \( \mathbf{A}_n[N | N] \) that is associated with \( \mathbf{s}[n] \) often provides an accurate estimate of the error covariance associated with \( \hat{\mathbf{s}}[n | n + N] \) at high SNR.

We can readily obtain the corresponding ZF DFE by letting \( \mathcal{N}_v \to 0 \) in (3.50b). Specifically, the ZF DFE is given by (3.50)–(3.52) and (3.43), where (3.50b) is replaced by

\[
\mathbf{u}_n[k] = \mathbf{A}_n[k | k - 1] \mathbf{H}^\dagger_n[k] (\mathbf{H}_n[k] \mathbf{A}_n[k | k - 1] \mathbf{H}^\dagger_n[k])^{-1}.
\]

Note that we can also construct successive cancellation DFE structures that make decisions on one symbol at a time (rather than a block of \( P \) symbols at a time). Specifically, we can rearrange the users in order of decreasing relative received signal power, i.e., \( w_1 \geq w_2 \geq \cdots \geq w_p \), and view the sequence of vector symbols as a time sequence of single-user symbols

\[
\ldots, s_1[n], s_2[n], \ldots, s_p[n], s_1[n + 1], s_2[n + 1], \ldots, s_p[n + 1], \ldots.
\]

As (3.36) reveals, the kernel \( \mathbf{b}[n; k] \) also whitens the noise for this equivalent single-user formulation, in which the observed sequence is a sequence of scalar observations

\[
\ldots, \tilde{y}_1[n], \tilde{y}_2[n], \ldots, \tilde{y}_p[n], \tilde{y}_1[n + 1], \tilde{y}_2[n + 1], \ldots, \tilde{y}_p[n + 1], \ldots.
\]
Consequently, we can determine the corresponding Kalman filter for the appropriately modified "single user" state-space model (3.49). At any step, the resulting DFE makes a single decision on a single symbol of a specific user. This DFE removes MAI and ISI interference from past symbols, based on hard estimates, and MAI and ISI from future symbols, based on soft estimates. Regarding ISI from current symbols: in detecting the symbol of any given user, this DFE uses hard estimates to remove MAI from users with higher, relative, received signal power, and soft estimates otherwise.

Although optimal in a certain sense, DFEs of the form (3.50)–(3.52) are in general computationally intensive since they often require a modest number of steps (i.e., \( N + N_f \)) of the Kalman filtering algorithm to produce a single symbol decision per user. Obtaining lower-complexity DFE structures (or successive cancellation solutions, in general) which also possess high performance characteristics is, as discussed above, an active and rich area of research.

3.2.6.2 Adaptive Equalization Algorithms

The concepts behind single-user adaptive DFE structures can be used to suppress MAI in a multiuser setting in slowly time-varying scenarios. Specifically, stochastic gradient algorithms can be constructed for this purpose [19–21]. Such algorithms may employ a training stage where the equalizer taps are first determined, followed by an adaptation stage where symbol estimates are instead used in the stochastic gradient algorithm for adjusting the equalizer filter taps. Similarly, adaptive MAI-suppressing equalizers can be designed based on least-squares algorithms. Examples of these and other decision-directed approaches are described in Chapter 2.

3.2.6.3 Decision-Feedback Equalizers for LTI channels

As in the single-user case, if the channels are all LTI, the pre- and post-cursor (matrix) filters associated with the MMSE and ZF DFEs are time-invariant. A typical block diagram for the DFE is shown in Figure 3.3. The \( z \)-transform of \( \hat{s}[n] \) (denoting the soft estimate of the vector symbol \( s[n] \) before the decision) satisfies

\[
\hat{s}(z) = A(z)y(z) - B(z)\hat{s}(z),
\]

where \( A(z) \) is a \( P \times P \) feed-forward matrix filter, \( B(z) \) is a \( P \times P \) strictly causal feedback matrix filter, and \( \hat{s}[n] \) is the \( n \)th symbol estimate. As in the LTV case, when designing a DFE, we assume that it is operating at a high enough SNR so that the decisions are correct with high probability. Then, the design of \( A(z) \) and \( B(z) \) is based on placing a criterion for quality on the symbol estimated before the decision.
Figure 3.3 DFE block diagram for multiple-access LTI channels.

For illustration, we next consider consider the ZF DFE [22]. Similarly, a multi-user MMSE DFE for LTI channels that is a generalization of its single-user counterpart can be derived [6, 23]. The ZF DFE is the equalizer that eliminates all ISI and MAI at the input of the decision device, assuming that all past decisions were correct. By use of the spectral factorization theorem for matrix spectra that are non-singular on the unit circle, we can write

\[ S_h(z)W^{-1} = F(z)F^\dagger(z^{-1}), \]

where \( F(z) \) is a \( P \times P \) causal and stable matrix filter with a stable and causal inverse. The matrix \( W \) is a diagonal matrix such that the coefficients multiplying \( z^0 \) along the diagonal of \( S_h(z)W^{-1} \) are all equal to one. Its significance is that it denotes the received power of the signal of each user, i.e.,

\[ [R_h[0]]_{i,i} = [W]_{i,i} = w_i. \]

Based on the assumption that \( \tilde{s}[n] = s[n] \), we must also have

\[ \tilde{s}(z) = s(z) + n(z), \]

where \( n(z) \) is a noise process with spectrum \( A(z)N_oS_h(z)A^\dagger(z^{-1}). \) Since \( B(z) \) is a strictly causal filter, the feed-forward filter must remove all the ISI and MAI caused by future samples, i.e.,

\[ A(z)y(z) = M(z) Wx(z) + n(z), \]

where the \( M(z) = \sum_{k=0}^\infty M[k]z^{-k} \) is a causal filter. For a given \( A(z) \), the corresponding feedback filter \( B(z) \) can be written as

\[ B(z) = (M(z) - \text{diag } M[0])W. \]
We are interested in the choice of $A(z)$ that would maximize the SNR before the decision or, equivalently, minimize the noise variance for a fixed signal energy. Let $C(z) = M(z)F^{-1}(z)$, and set $\text{diag}(M[0]) = \text{diag}(F[0])$ (without loss of generality). Note that $\text{diag}(C[0]) = I$ and that $A(z) = C(z)F^+(1/z)$, which implies that the spectrum of $n(z)$ is given by $\mathcal{N}_v C(z)C^+(1/z)$. The resulting noise variance is minimized by $C(z) = I$, i.e., the ZF DFE that minimizes the mean-square error is given by $A(z) = (F^+(1/z))^{-1}$, and $B(z) = (F(z) - \text{diag} F[0])W$.

Detection of the current symbol $i$th user can, in principle, be enhanced if in addition to stripping ISI and MAI from all past symbols, we strip MAI from the current symbol of users whose power level is larger than $w_i$ [6].

### 3.2.7 Chip-Rate, State-Space Approaches for Time-Varying Channels

The equalizer schemes we have considered in Sections 3.2.2–3.2.6 perform equalization based on discrete-time processing of the set of sufficient statistics $y[n]$ in (3.20). An alternative approach consists of oversampling the continuous-time signal $r(t)$ many times the symbol rate and obtaining an alternative discrete-time description of the original signal, such as the one in (3.8). Although not a sufficient statistic in general, the resulting sequence $y[n]$ has uncorrelated noise components, which result in significant simplification of equalization. Furthermore, higher oversampling factors will generally result in smaller “information loss” in the A/D stage, while the noise components remain uncorrelated.

In such scenarios, Isabelle and Wornell [24] have developed a collection of state-space methods that recast the equalization problem into one where Kalman filtering methods can be readily applied. We consider the general multiuser channel depicted in Figure 3.1 and described by (3.8).

In the context of this section, we use notation $p[n]$ and $q[n; k]$ to denote the $L$th order polyphase decompositions of a sequence $p[n]$ and a time-varying channel response $q[n; k]$, respectively, i.e.,

\[
p[n] \triangleq [p[nL] \ p[nL+1] \ \cdots \ p[nL+L-1]]^T
\]

\[
q[n; k] \triangleq [q[nL; kL] \ q[nL+1; kL+1] \ \cdots \ q[nL+L-1; kL+L-1]]^T
\]

Specifically, we can rewrite (3.8) as

\[
y[n] = \sum_k \tilde{h}[n; k]s[n-k] + w[n], \quad (3.53)
\]

where $s[n]$ is given by (3.10), $\tilde{h}[n; k]$ is given by

\[
\tilde{h}[n; k] = [\tilde{h}_1[n; k] \ \tilde{h}_2[n; k] \ \cdots \ \tilde{h}_p[n; k]],
\]
and where \( y[n], \mathbf{w}[n], \) and \( \tilde{h}_i[n; k] \) denote the \( L \)th order polyphase decompositions of the received signal \( y[n] \), the noise sequence \( w[n] \), and
\[
\tilde{h}_i[n; k] = \sum_{\ell} h_i[n; \ell] c_i[k - \ell],
\]
respectively. From the model (3.8), \( \mathbf{w}[n] \) is a white sequence with autocorrelation function \( R_{\mathbf{w}}[n] = \sigma_w^2 \mathbf{I} \delta[n] \). Note that (3.8) assumes chip-rate sampling (i.e., the vector \( y[n] \) does not denote the sufficient statistic sequence from (3.20)). It is also assumed that all filters are causal and FIR, i.e., for all \( n \) we have \( h_i[n; k] = 0 \) for \( k > L_c \) and \( k < 0 \). Based on (3.53), we can construct a state-space model describing the evolution of the state [24]
\[
\mathbf{x}[n] = [\mathbf{s}^T [n] \quad \mathbf{s}^T [n - 1] \quad \cdots \quad \mathbf{s}^T [n - N + 1]]^T,
\]
where \( N \) can be viewed as a smoothing window and must be selected at least as large as the effective length of the polyphase components of the time-varying kernel responses \( \tilde{h}_i[n; k] \), i.e., \( N \geq \lceil (L_c + K)/L \rceil \). Specifically, (3.53) can be written as
\[
\mathbf{x}[n + 1] = \mathbf{F} \mathbf{x}[n] + \mathbf{G} \mathbf{s}[n + 1] \quad (3.54a)
\]
\[
\mathbf{y}[n] = \mathbf{H}[n] \mathbf{x}[n] + \mathbf{w}[n], \quad (3.54b)
\]
where \( \mathbf{F} \) denotes the \( (N\mathbf{P}) \times (N\mathbf{P}) \), \( (\mathbf{P} \times \mathbf{P}) \)-block delay matrix of the form (3.40a), \( \mathbf{G} \) is given by (3.40b) for \( N' = N \), and \( \mathbf{H}[n] \) is the following filtering matrix containing all the channel and codeword information
\[
\mathbf{H}[n] = [\mathbf{\tilde{h}}[n; 0] \quad \mathbf{\tilde{h}}[n; 1] \quad \cdots \quad \mathbf{\tilde{h}}[n; N - 1]]^T.
\]

The linear MMSE estimator for the state-space model (3.54) can be recursively computed via the Kalman filtering algorithm. The vector \( \mathbf{\hat{x}}[n | k] \) denotes the estimate of the vector \( \mathbf{x}[n] \), using all observations \( \mathbf{y}[n] \) up to and including time \( k \), and the matrix \( \Lambda[n | k] \) to denote the error covariance associated with \( \mathbf{\hat{x}}[n | k] \). The Kalman filter algorithm corresponding to (3.54) is described by the following set of equations [18]:
\[
\mathbf{\hat{x}}[n | n] = \mathbf{F} \mathbf{\hat{x}}[n - 1 | n - 1] + \mathbf{\mu}[n] (\mathbf{y}[n] \mathbf{H}[n] \mathbf{F} \mathbf{\hat{x}}[n - 1 | n - 1]) \quad (3.55a)
\]
\[
\mathbf{\mu}[n] = \Lambda[n | n - 1] \mathbf{H}^\dagger[n] (\mathbf{H}[n] \Lambda[n | n - 1] \mathbf{H}^\dagger[n] + \sigma_w^2 \mathbf{I})^{-1} \quad (3.55b)
\]
\[
\Lambda[n | n] = (\mathbf{I} - \mathbf{\mu}[n] \mathbf{H}[n]) \Lambda[n | n - 1] \quad (3.55c)
\]
\[
\Lambda[n | n - 1] = \mathbf{F} \Lambda[n - 1 | n - 1] \mathbf{F}^\dagger + \mathbf{\varepsilon}_s \mathbf{G} \mathbf{G}^\dagger \quad (3.55d)
\]
initialized with \( \mathbf{\hat{x}}[-1 | -1] = \mathbf{0} \) and \( \Lambda[-1 | -1] = \mathbf{\varepsilon}_s \mathbf{I} \). The soft estimate \( \mathbf{\tilde{s}}[n] \) of the \( n \)th vector symbol \( \mathbf{s}[n] \) is given by
\[
\mathbf{\tilde{s}}[n] = [\mathbf{0}_{p \times (N - 1)p} \quad \mathbf{I}_{p \times p}] \mathbf{\hat{x}}[n + N - 1 | n + N - 1]. \quad (3.56)
\]
Finally, the linear MMSE equalizer based on observation of (3.8) selects as the estimate of the $n$th symbol of the $i$th user the symbol from the $i$th alphabet that is closest in Euclidean distance to the $i$th element of $\hat{s}[n]$ in (3.56).

Other related implementation structures can be obtained from (3.55) by appropriate selection of the gain $\mu[n]$. For example, the linear ZF and MF equalizers can be obtained by replacing the gain in (3.55b) with

$$\mu[n] = \Lambda[n \mid n-1]H^T[n](H[n]\Lambda[n \mid n-1]H^T[n])^{-1},$$

and

$$\mu[n] = \Lambda[n \mid n-1]H^T[n]/\sigma^2_{w},$$

respectively [24]. In these cases, however, the associated matrices $\Lambda[n \mid n-1]$ no longer correspond to the associated estimation-error covariance matrices except for limiting cases: $\sigma^2_{w} \to 0$ in the ZF case and $\sigma^2_{w} \to \infty$ in the MF case. Finally, we should emphasize that the framework presented in this section can be easily extended to perform equalization in the context of systems employing antenna diversity techniques [24].

### 3.2.7.1 Decision-Feedback Equalization

DFE extensions of the recursive equalizer structures for linear time-varying channels operating on chip-rate sampling can be easily developed. Specifically, observation of the update equation for the state estimate (3.55a) reveals that this estimate consists of two terms. The first term corresponds to prediction of the state based on the state estimate at the previous symbol time. The second term is a correction term based on the difference between the predicted estimate and the most recently received observation. Performance can often be enhanced (especially at high SNR) by replacing the soft estimates $\hat{x}[n \mid n]$ with the associated decisions obtained by thresholding. By letting $\hat{x}[n]$ denote the vector of hard decisions resulting from passing each element of the vector $\hat{x}[n \mid n]$ through the slicer function, we obtain a recursive DFE structure given by (3.55), where (3.55a) is replaced by

$$\hat{x}[n \mid n] = F\hat{x}[n-1 \mid n-1] + \mu[n](y[n] - H[n]F\hat{x}[n-1 \mid n-1]).$$

ZF extensions can also be obtained by replacing (3.55b) with (3.57).

### 3.3 Blind Equalization in Multipath, Slowly Time-Varying Channels

Blind equalization refers to equalizing the effects of an unknown channel so that the information-bearing signal can be recovered without the use of training. Traditional blind-equalization approaches involving observation of an information-bearing signal through a single unknown channel rely on higher-order statistics
Many of these techniques require a large number of samples to perform equalization reliably and are consequently inadequate for most wireless channels. Recently, Tong et. al. [29] have shown that observations of the same information-bearing signal via multiple unknown channels possess enough structure to render methods based on second-order statistics feasible. These techniques have the potential to allow practical channel equalization with notably fewer observation samples per channel and constitute a very active area of research.

In Section 3.3.1, we present several different formulations of the single-input multiple-channel blind-deconvolution problem. These arise in the forward link of mobile communication channels, in which a single transmitted signal corresponds to the sum of multiple information-bearing signals. We also discuss some of the issues that may potentially attract attention and briefly highlight a few of several different directions that have been taken by the research community to address some of these issues.

In Section 3.3.2, we focus our attention on the reverse link where each user’s transmitted waveform is received via a number of distinct channels. In particular, we examine a representative blind-deconvolution method in the context of asynchronous CDMA systems.

3.3.1 The Forward Link: Blind Equalization of Single-Input, Multiple-Output FIR Channels

We first discuss blind equalization in the forward link of a multiuser wireless system. Due to the synchronous transmission in the forward direction, it is conceptually simpler to view symbol detection in two stages. In the first stage, the receiver of any given user attempts to determine a single signal, namely, the sum of the $P$ information-bearing signals; the second stage involves the recovery of the particular symbol stream via despreadening. In this section, we focus our attention only on the first stage since the second is straightforward.

In an effort toward providing computationally efficient schemes based on short observation sequences, Tong et. al. [29] suggest identification of a white WSS data sequence via its observation through multiple unknown LTI channels. The general situation is depicted in Figure 3.4. The problem reduces to estimating $h_1[n], \cdots, h_M[n]$ and the information-bearing signal $s[n]$, based on observation of $x_1[n], \cdots, x_M[n]$, without making any overly restrictive assumptions about the input sequence $s[n]$.

In a mobile communication setting, this multichannel approach can result either from using multiple receiver antennas or, in the context of excess bandwidth transmission, from simply oversampling the received signal. In the single-user case, oversampling corresponds to sampling faster than the baud rate of the signal. This case is depicted in Figure 3.5, where $h[n]$ is the oversampled system impulse response, and $y[n]$ the corresponding output. In CDMA and other multiuser systems,
where \( s[n] \) corresponds to the aggregate transmitted signal from which all the individual user streams can be decoded, oversampling is equivalent to sampling faster than the chip rate of the signal. The received signal \( y[n] \) can be written as

\[
y_i[n] \triangleq y[Mn+i] = \sum_k s[k]h_i[n-k] + w_i[n], \quad i = 1, \cdots, M, \tag{3.59}
\]

where \( h_i[n] \triangleq h[Mn+i] \) and \( w_i[n] \triangleq w[Mn+i] \). The set of (3.59) reveals that both the oversampled and the multiple sensor representations can be addressed with the same mathematical framework, i.e.,

\[
y_i[n] = x_i[n] + w_i[n] = s[n] * h_i[n] + w_i[n] \quad n = 0, 1, \cdots, N_s - 1. \tag{3.60}
\]
The original approach [29] sparked a lot of interest since it is based on forming second-order statistics from the observed data in (3.60). To appreciate how second-order statistics can be adequate for this deconvolution problem, consider the following example. Suppose, for instance, a white WSS sequence \( s[n] \) is observed via two particular FIR channels, \( h_1[n] \) and \( h_2[n] \), with length 2. Figure 3.6 shows the pole-zero diagrams associated with the spectra of the output sequences \( y_1[n] \) and \( y_2[n] \) and with the cross-spectrum \( S_{y_1y_2}(z) \). In practice, accurate estimates of these spectra can be obtained from sufficiently large data sets (assuming the FIR filter lengths are known). From these pole-zero diagrams, we can easily determine the zero associated with \( H_1(z) \) by finding the zero that \( S_{y_1y_1}(z) \) and \( S_{y_1y_2}(z) \) have in common. Similarly, we can also determine the response of \( H_2(z) \) within a scaling constant. Clearly, identification is possible via this method only if the channels have distinct zeros. This approach also holds if noise is present, i.e., in the case that \( w_1[n] \) and \( w_2[n] \) are white WSS noises uncorrelated with one another and the data \( s[n] \), and where the noise variances are known; in this case, we can still obtain estimates of the associated pole-zero diagrams such as those depicted in Figure 3.6 by removing from each spectrum estimate the DC component associated with the particular additive noise term. Techniques of this form can also be extended to identification of \( H_i(z) \)’s with rational transfer functions that do not share any common zeros and poles and for which the maximum numerator and denominator orders are known [30].

We next examine a representative sample of the approaches that followed and improved on [29], both in terms of exposition of the structure of the blind-deconvolution problem and in terms of performance.

3.3.1.1 The Cross-Relation Method

In many common communication scenarios, the transmitted data samples may be correlated, and, furthermore, the exact statistical description of \( s[n] \) may not be available. Moreover, a statistical description of the data may be inadequate such as when very few data samples are available, e.g., in relatively fast time-varying channel scenarios. This scenario can be best dealt with by considering the transmitted signal as a particular unknown deterministic signal [31]. In this section, we assume that all filters are FIR with maximum length \( L_c + 1 \), i.e., \( h_i[n] = 0 \) for all \( i \), for \( n < 0, n > L_c \), and there exists an \( i \) such that \( h_i[0] \neq 0 \) and \( h_i[L_c] \neq 0 \). Furthermore, the noise vector \( \mathbf{w}[n] = [w_1[n] w_2[n] \cdots w_M[n]]^T \) is a zero-mean WSS process with unknown second-order statistics and is independent of the unknown sequence \( s[n] \).

It is interesting to note that in the noise-free case (i.e., \( w_i[n] = 0 \) for all \( i \)), the set of (3.60) can in principle be used directly to solve for the coefficients \( h_i[n] \) and the sequence \( s[n] \). There are \( MN_s \) equations and \( M(L_c + 1) + N_s + L_c \) unknowns. Thus, if \( M \geq 2 \) and we pick a large enough \( N_s \), the resulting system of equations
will be overdetermined. This nonlinear set of equations can be transformed to a linear one by convolving both sides of (3.60) with $h_j[n]$ for a given $j \neq i$ (and setting $w_i[n] = 0$), which results in

$$y_i[n] * h_j[n] = h_i[n] * y_j[n].$$  \hfill (3.61)
Equation (3.61) is referred to as the cross-relation (CR) property. Its significance lies in that it is linear in the unknown channel coefficients $h_i[n]$ and $h_j[n]$, and thus standard linear methods can be used. In matrix notation, (3.61) can be written in terms of $\mathbf{h}_i$ given by

$$
\mathbf{h}_i = [h_i[0] \ h_i[1] \ \cdots \ h_i[L_c]]^T,
$$

and the measurements as

$$
\begin{bmatrix}
\tilde{\mathbf{y}}_i(L_c + 1) \\
\tilde{\mathbf{y}}_j(L_c + 1)
\end{bmatrix}
\begin{bmatrix}
\mathbf{h}_i \\
\mathbf{h}_j
\end{bmatrix} = 0,
$$

which holds for every $i \neq j$, $1 \leq i, j \leq M$. The matrix $\tilde{\mathbf{y}}_i(L_c + 1)$ is the $(N - L_c) \times (L_c + 1)$ Hankel matrix associated with the vector

$$
\mathbf{y}_i = [y_i[N_s - 1] \ y_i[N_s - 2] \ \cdots \ y_i[0]]^T,
$$

that is,

$$
\tilde{\mathbf{y}}_i(L_c + 1) = 
\begin{bmatrix}
y_i[N_s - 1] & y_i[N_s - 2] & \cdots & y_i[N_s - L_c - 1] \\
y_i[N_s - 2] & y_i[N_s - 3] & \cdots & y_i[N_s - L_c - 2] \\
\vdots & \vdots & \ddots & \vdots \\
y_i[L_c] & y_i[L_c - 1] & \cdots & y_i[0]
\end{bmatrix}
= 
\begin{bmatrix}
y_i^T[N_s - 1] \\
y_i^T[N_s - 2] \\
\vdots \\
y_i^T[L_c]
\end{bmatrix},
$$

and where $\mathbf{y}_i[n]$ is the following $(L_c + 1) \times 1$ vector

$$
\mathbf{y}_i[n] \triangleq [y_i[n] \ y_i[n - 1] \ \cdots \ y_i[n - L_c]]^T.
$$

Let $Y_2 = [\tilde{\mathbf{y}}_2 \ -\tilde{\mathbf{y}}_1]$, and

$$
Y_i = 
\begin{bmatrix}
Y_{i-1} & 0 \\
\tilde{\mathbf{y}}_i & \tilde{\mathbf{y}}_1 \\
\vdots & \vdots \\
\tilde{\mathbf{y}}_1 & \tilde{\mathbf{y}}_{i-1}
\end{bmatrix},
$$

for $3 \leq i \leq M$. The set of equations that arises from the cross-relation property can then be summarized as follows

$$
Y\mathbf{h} = 0,
$$

where we write $Y = Y_M$ for simplicity, and where $\mathbf{h}$ is given by
\[ h = [h_1^T \ h_2^T \ \cdots \ h_M^T]^T, \quad (3.67) \]

with \( h_i \) given by (3.62). If the null space of \( Y \) has dimension 1, then \( h \) (and thus the \( h_i[n] \)'s) can be uniquely identified within a complex scaling constant.

It is important to determine under what circumstances the channels are identifiable based on (3.66) in the absence of noise. In principle, there are two fundamental conditions that may render a channel identifiable. The first condition is related to whether the sequence \( s[n] \) is "rich" enough to make identification of the channels possible and can typically be satisfied by increasing the length of the observation window [31]. The second and most important condition regarding channel identifiability is related to whether the transfer functions \( H_1(z), \cdots, H_M(z) \) share any common zeros. Assuming that the symbol sequence \( s[n] \) is rich enough in terms of its linear complexity, channel identifiability reduces to [31]

\[
\text{channel identifiability} \Leftrightarrow \text{the } H_i(z) \text{'s share no common zeros.}
\]

We can gain insight regarding this identifiability condition by considering the case where all the \( H_i(z) \)'s contain common zeros, which is depicted in Figure 3.7. The common zeros are grouped in the filter term \( G(z) \), i.e.,

\[ h_i[n] = g[n] \ast f_i[n], \]

Figure 3.7  Equivalent block diagram for a multichannel system where the \( H_i(z) \)'s share common zeros.
where \( f_1[n], \ldots, f_M[n] \) are all FIR filters sharing no common zeros, and the FIR filter \( g[n] \) is at least 2 samples long. If we assume that \( z[n] \) in Figure 3.7 can be uniquely determined from the \( y_i[n] \)'s, the identification problem reduces to determining \( s[n] \) from \( z[n] \) without knowing \( g[n] \). Assuming we have the following measurements

\[
z[n] = \sum_{k=0}^{L_g} g[k] s[n-k] \quad n = 0, 1, \ldots, N_s - 1,
\]

we have \( N_s \) equations where \( g[0], \ldots, g[L_g] \) and \( s[-L_g], \ldots, s[N_g] \) are all unknown, i.e., we have an underdetermined systems of equations; the system cannot be solved uniquely without additional knowledge about \( s[n] \).

In the presence of additive noise, the least-squares solution to (3.66) provides a fairly computationally efficient, although generally suboptimal, solution. Specifically, the cross-relation algorithm selects \( \hat{h}_{CR} \) so as to minimize the energy in \( Yh \), i.e., [31]

\[
\hat{h}_{CR} = \arg \min_{\|h\|=1} h^\dagger Y h.
\]  

(3.68)

Consequently, in the presence of noise, \( \hat{h}_{CR} \) is given by the eigenvector associated with the smallest eigenvalue of the matrix \( Y^\dagger Y \).

### 3.3.1.2 Subspace-Based Methods

The subspace-based methods originally introduced by Moulines et. al. [32] provide additional perspective to the single-input multiple-output deconvolution problem of Figure 3.4. Initially, for the exposition of these methods, we may assume that \( s[n] \) is a WSS process whose statistics are not known and that \( w[n] \) is a zero-mean WSS process with known second-order statistics, independent of \( s[n] \). Then, we consider the scenario where \( s[n] \) is deterministic and consider subspace-based methods that are natural extensions of the original algorithm presented in [32].

We introduce an additional variable \( N \), which corresponds to the length of the smoothing window in the matrix formulation of the problem. Specifically, let \( y_i[n] \) be the \( N \times 1 \) vector resulting from substituting \( N \) for \( L_c + 1 \) in (3.64), and

\[
y[n] \triangleq [y_1^T[n] \ y_2^T[n] \ \cdots \ y_M^T[n]]^T.
\]  

(3.69)

For convenience, we denote by \( V_i(R; K) \) the \( R \times (R + K) \) single-channel filtering matrix associated with the vector \( v_i = [v_i[0] \ \cdots \ v_i[K]]^T \), i.e.,

\[
V_i(R) = V_i(R; K) = \begin{bmatrix}
v_i[0] & \cdots & v_i[K] & 0 & \cdots & 0 \\
0 & v_i[0] & \cdots & v_i[K] & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & v_i[0] & \cdots & v_i[K]
\end{bmatrix},
\]  

(3.70)
and let $\mathcal{V}(R; K)$ be the $M$-channel filtering matrix associated with $v = [v_1^T \cdots v_M^T]$, i.e.,

$$
\mathcal{V}(R) = \mathcal{V}(R; K) = \begin{bmatrix}
\mathcal{V}_1(R) \\
\vdots \\
\mathcal{V}_M(R)
\end{bmatrix}.
$$

We can then recast the original problem (3.60) as

$$
y[n] = \mathcal{H}(N)s[n] + w[n] \quad \text{for } n = N, \cdots, N_m
$$

(3.71)

where $w[n]$ is defined in similar fashion to $y[n]$ in (3.69), the data vector $s[n]$ is given by

$$
s[n] = [s[n] \ s[n-1] \cdots \ s[n-N-L_c+1]]^T,
$$

and $\mathcal{H}(N)$ is the $N \times (N + L_c)$ $M$-channel filtering matrix associated with $h$ from (3.67).

For simplicity (and without loss of generality), we focus on the white noise case, i.e., let $R_w = \sigma_w^2 I$. Since $s[n]$ and $w[n]$ are WSS (and independent), $y[n]$ is also WSS and its autocorrelation function is given by

$$
R_y = \mathcal{H}(N)R_s\mathcal{H}^\dagger(N) + \sigma_w^2 I,
$$

(3.72)

where the $(L_c + N) \times (L_c + N)$ matrix $R_s$ denotes the autocorrelation of $s[n]$. Equation (3.72) forms the basis of the subspace-based blind equalization algorithms. Assuming for the moment that one knows $R_y$, the question is whether one can obtain from it $\mathcal{H}(N)$ and subsequently identify $h$. If the filters $h_i[n]$ share no common zeros, then $\mathcal{H}(N)$ has full column rank (i.e., $N + L_c$). If $R_s$ also has full rank, the subspace associated with the signal part in $R_y$ has dimension $N + L_c$ and is spanned by the columns of $\mathcal{H}(N)$. Since $\mathcal{H}(N)R_s\mathcal{H}^\dagger(N)$ is nonnegative definite and the eigen-decomposition of $\sigma_w^2 I$ is invariant to rotation, the eigenvectors associated with the $(N + L_c)$ largest eigenvalues of $R_y$ span the signal subspace, i.e.,

$$
R_y = S \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_{L_c+N}) S^\dagger + \sigma_w^2 I U U^\dagger,
$$

where $\lambda_i > \sigma_w^2$ for $i = 1, \cdots, L_c + N$. Then, since $\mathcal{H}(N)$ spans $S$ and if $u_n$ denotes the $n$th column of $U$, we have

$$
u_n^\dagger \mathcal{H}(N) = 0.
$$

(3.73)

Equivalently, due to the commutativity of convolution,

$$
h_n^\dagger U_n(L_c + 1) = 0,
$$

(3.74)

where (with a little abuse of notation) $U_n(L_c + 1)$ is the $(L_c + 1) \times (N + L_c)$ $M$-channel filtering matrix associated with the vector $u_n$. It can be shown [32] that if (3.73) is satisfied by both $\mathcal{H}(N)$ and $\mathcal{H}'(N)$, then $\mathcal{H}(N) = \alpha \mathcal{H}'(N)$, and $h = \alpha h$, where $\alpha$ is a
complex scalar. Thus, from an eigen-decomposition of $R_y$, $S$ and $U$ can be recovered and subsequently $\mathcal{H}(N)$ and $h$. Moulines et. al. [32] define their estimator as the vector $\hat{h}_{SS}$ that has the minimum energy contribution to the empirical noise subspace $\hat{U}$ obtained from an estimate of $R_y$. Specifically, let $\hat{Q} = \sum_{n} \hat{U}_n \hat{U}_n^{\dagger}$, then

$$\hat{h}_{SS} = \arg \min_{\|h\| = 1} h^\dagger \hat{Q} h$$

(3.75)

i.e., $\hat{h}_{SS}$ is the eigenvector associated with the smallest eigenvalue of $\hat{Q}$.

The question that remains to be addressed is how one selects $\hat{R}_y$, the estimate of the correlation matrix of the data, upon which the subspace decomposition will be based. A good choice for $\hat{R}_y$ that would provide the desired decomposition in the absence of noise would have to satisfy an equation of the form

$$\hat{R}_y = \mathcal{H}(N) \hat{R}_s \mathcal{H}^{\dagger}(N),$$

(3.76)

since in that case its rank can be readily seen to be upper bounded by $(N + L_c)$. This can be accomplished by using a sample covariance matrix estimator, i.e.,

$$\hat{R}_y(N) \triangleq \frac{1}{N_s - N + 1} \sum_{n=N-1}^{N_s-1} y[n]y^\dagger[n].$$

(3.77)

In the absence of noise, (3.77) can be conveniently expressed in the form (3.76), where

$$\hat{R}_s \triangleq \frac{1}{N_s - N + 1} \sum_{n=N-1}^{N_s-1} s[n]s^\dagger[n].$$

Inspection of (3.76) suggests that in the absence of noise, $\hat{R}_y$ is singular (its rank is upper bounded by $(N + L_c)$), and if it is used in (3.75), it results in $\hat{h}_{SS} = h$ as desired. In fact, we may consider the deterministic counterpart of (3.72), namely,

$$\hat{R}_y = \mathcal{H}(N) \hat{R}_s \mathcal{H}^{\dagger}(N) + \mathcal{H}(N) \hat{R}_{s,w} + \hat{R}_{w,s} \mathcal{H}^{\dagger}(N) + \hat{R}_w,$$

(3.78)

where $\hat{R}_{s,w}$ and $\hat{R}_w$ are the sample signal-noise cross-covariance and sample noise covariance matrices, respectively. Furthermore, in the presence of zero-mean white noise independent of the data $s[n]$, (3.72) holds for $\hat{R}_s$, since

$$E[\hat{R}_y] = R_y, \quad E[\hat{R}_{s,w}] = 0, \quad E[\hat{R}_{s,w}] = 0.$$  

This property can be readily verified by replacing $R_s$ with $\hat{R}_s$ in (3.72), substituting the expression (3.71) for $y[n]$ in (3.78) and taking the expectation of both sides. The noise-signal subspace decomposition still holds, even if $s[n]$ is not WSS, i.e., even if $s[n]$ is unknown. The only conditions that we still need in order for this decomposition to provide an estimator structure resulting in perfect estimation as $\sigma_w^2 \to 0$ is that $w[n]$ is a zero-mean WSS process independent of $s[n]$.

An interesting question is how to make a judicious choice for $N$. Larger $N$ values correspond to noise subspaces of higher dimension. Presumably, depending
on the method used to compute \( \hat{Q} \), the more noise eigenvectors, the higher the accuracy of the estimate \( \hat{Q} \) in the presence of noise. However, larger \( N \) values also correspond to obtaining \( \hat{R}_y(N) \) based on fewer measurement vectors, as (3.77) reveals. So, as \( N \) becomes comparable to \( N_v \), estimates of \( \hat{R}_y(N) \) become more and more noisy, resulting in a deterioration in performance. Furthermore, the case \( N = L_c + 1 \) is the least expensive in terms of computations, so unless increasing \( N \) provides significant performance improvement, it is not recommended. In fact, for \( M = 2 \), the \( \hat{h}_{CR} \) method is a special case of the \( \hat{h}_{SS} \) method, corresponding to the choice \( N = L_c + 1 \).

In certain cases such as the oversampling receiver depicted in Figure 3.5, the noise samples are correlated (provided the front-end filter has rejected all out-of-band noise), i.e., \( E[w_i[n]w_k^*[n]] \neq 0 \). The case of \( R_w = \sigma_w^2 \hat{R}_w \) where \( \hat{R}_w \) is full rank and known (not an unrealistic assumption in certain cases such as the one depicted in Figure 3.5), can be easily accommodated [32]. We can whiten the noise by pre- and post-multiplying (3.72) by \( V^* \) and \( V \), respectively, where \( V = \hat{R}_w^{-1/2} \). Consequently, if we simply substitute \( \tilde{u}_n = V\hat{u}_n \) for \( \hat{u}_n \) in (3.74), the rest of the analysis applies.

### 3.3.1.3 Direct Symbol Estimation

In the two preceding algorithms, estimates of the channel parameters are initially formed and are then used to equalize the channels and obtain \( \hat{s}[n] \). However, in multiuser communication, we are interested in estimating the symbols without necessarily obtaining a channel estimate. Liu and Xu [33] have suggested a method based on second-order statistics, where the dependence on \( h_i[n] \) is eliminated and thus a relationship involving only the measurements and \( s[n] \) is formed. This approach may be attractive in fast time-varying channels, where estimates of the current channel coefficients may not be useful in equalization of many subsequent data samples.

We first rewrite (3.60) in the following matrix form:

\[
\hat{y}_T(N) = \tilde{H}(N)S_T(N),
\]

where \( S(N) \) is the \( N_s \times (L_c + 1) \) Hankel matrix associated with the vector

\[
s = [s[N_s - 1] \cdots s[-L_c]]^T.
\]

The Hankel matrix \( \tilde{Y}(N) \) is given by the right-hand side of (3.63) if we substitute

\[
\tilde{y}[n] = [y_1[n] \ y_2[n] \ \cdots \ y_M[n]]^T
\]

for \( y_i[n] \). The matrix \( \tilde{H}(N) \) corresponds to the vector-channel filtering matrix given by the right-hand side of (3.63) if we substitute

\[
\tilde{h}[n] = [h_1[n] \ h_2[n] \ \cdots \ h_M[n]]^T
\]
for \( \mathbf{v}_i \) and for \( K = L_c \).

If \( s[n] \) is rich enough in linear complexity and the channels do not share any common zeros, the vector \( s \) is given as the unique nontrivial solution to [33]

\[
V s = 0.
\]

(3.79)

The matrix \( V \) in (3.79) has block diagonal structure and consists of \( N + L_c \) blocks of \( V_o(N) \), i.e., \( V = \text{diag} \{ V_o(N), V_o(N), \ldots, V_o(N) \} \), and where \( V_o(N) \) is the null space of the row vectors of \( \hat{\mathcal{Y}}(N) \) [33]. It is straightforward to show that

\[
V_o(N)S(N) = 0
\]

implies (3.79) due to the Hankel nature of \( S(N) \).

In the presence of noise, the least-squares solution to (3.79) can be employed. In that case, \( V_o(N) \) is formed by selection of the \( r \) least significant eigenvectors of \( \hat{\mathcal{Y}}^T(N)\hat{\mathcal{Y}}(N) \). The number \( r \) denotes the dimension of the noise subspace and can be readily determined from the noise-free case to be

\[
r = N_m + L_c - (2L_c + K) + 1.
\]

Finally, the estimate of the information-bearing signal is given by

\[
\hat{s} = \arg \min_{t} \mathbf{t}^T V^T V \mathbf{t},
\]

i.e., \( \hat{s} \) is the least significant eigenvector of \( V^T V \). For instance, in the forward link of a CDMA system, the estimate \( \hat{s}[n] \) arising from (3.80) can be despread to obtain the particular symbol subsequence of interest.

If the number of samples in \( s[n] \) is comparable to the number of channel parameters, this approach may be advantageous since it bypasses the channel estimation step. Furthermore, this method outperforms the cross-relation method in terms of mean-square estimation error in the data [33]. A main disadvantage of this approach, however, is that for any subsequent set of data, either the procedure must be repeated or an estimate of each \( h_i[n] \) must be formed.

3.3.1.4 Issues in the Multiple FIR, Channel-Deconvolution Problem

Since the publication of [29], the problem of blind deconvolution of multiple FIR systems has been addressed from several different perspectives. Even though many conceptually appealing formulations have been formed, several challenging issues remain to be addressed before such methods can be practical. As a result, there continues to be considerable activity in this area.

Selecting the right filter order, \( L_c \), is of primary importance in the algorithms we have presented. Let \( L_c \) be the assumed filter order and \( L_{\text{max}} \) denote the actual maximal order among the filters \( H_1(z), \ldots, H_M(z) \). Also, assume that if \( L_c \) is picked correctly, the system is uniquely identifiable based on the cross-relation-based method.
by Xu et al. [31]. It can be readily shown [34] that in the absence of noise, if \( L_c > L_{\text{max}} \),
then \( \dim \text{null}(Y) = L_c - L_{\text{max}} + 1 \). In other words, the zero-padded filters have com-
mon zeros which render them unidentifiable. If \( L_c < L_{\text{max}} \), then \( Y \) has full rank, i.e.,
precise identification is not possible. In principle, we can identify \( L_{\text{max}} \) by increasing
\( L_c \) until \( \dim \text{null}(Y) = 1 \). However, a single, common zero would be indistinguish-
able from a delay. In general, all parametric FIR methods are sensitive to the choice
of \( L_c \) [31]. Furthermore, the time-varying nature of the channel can only complicate
matters. Assume, for example, that one of the filters is given by \( h_f[n] = \delta[n - n_0] \) (di-
rect line of sight scenario), corresponding to \( h_f(t) = \delta(t - n_0 T) \). If the actual delay of
the channel response changes from \( n_0 T \) to \( n_0 T + T/2 \), the corresponding discrete-
time sampled filter can have considerable length.\(^3\) It would be very appealing if we
could circumvent the channel identification step and bypass issues such as the maxi-

mum filter order ambiguity problem that make such parametric methods sensitive
to the modeling parameters. Not surprisingly, if more information is available about
\( s[n] \), better solutions can be obtained. For example, when \( s[n] \) is discrete-valued
(such as in digital communication systems), more channels can be identifiable. First,
the channel identifiability problem in the case that \( H_f(z) \)'s share common zeros can be
reduced to the single-channel problem with a shorter FIR filter deconvolution prob-
lem. Provided that \( L_x \) is very small, methods that are based on blind deconvolution
through LTI channels driven by discrete-valued alphabet inputs are possible [35].
Furthermore, in [36], Tong presents a blind sequence estimation method, which
exploits second-order statistical information of \( s[n] \) and is very appealing in time-
varying channel contexts. A collection of the recent developments in the problem of
the blind multiple-channel equalization is given by Liu et al. in [37].

Another limitation of many existing algorithms in this area is their nonrecurs-
ive structure, which effectively limits their applicability to batch mode opera-
tion. For instance, in a time-selective fading environment, any of the discussed algo-
rithms could be used to initialize an equalizer. However, in the case of a long fade,
during which the equalizer may lose track of the time-varying channel, such an
algorithm may suffer. Structures that recursively compute the new symbol esti-
mates by considering past channel and symbol estimates may be naturally suited
for such channels. Giannakis and Halford [38] develop a recursive approach to
blind deconvolution by means of an FIR equalizer, where the taps are selected so as
to satisfy the ZF criterion, i.e.,

\[
h[n] \ast \hat{g}[n] = C \delta[n - m]
\]

\(^3\) The discrete-time filter associated with a half-sample delay in the context of ideal low-pass fil-
tering has infinite length. Furthermore, the filter tails decay to zero very slowly. However, since most
practical systems employ excess bandwidth modulation schemes, conversion from continuous to dis-
crete time involves filters whose transition band is fairly wide. In this case, the tails of the associated
discrete-time half-sample delay filter decay to zero much faster. Although less pronounced in these sys-
tems, the variable filter length problem still occurs.
for some complex scalar $C$ and some integer $m$, and where $\hat{g}[n]$ denote the equalizer taps. In the absence of noise, this method recursively obtains a ZF equalizer for the model depicted in Figure 3.5, and (3.59). In the presence of noise, [38] also presents FIR solutions that minimize the mean-square error in the estimate subject to a ZF constraint.

### 3.3.2 Blind Equalization in the Reverse Link via Multiple Observations

The reverse link of a multiuser wireless communication system is depicted in Figure 3.1, where the channels are assumed to be unknown and LTI. Again, the additional channels can arise from the use of additional antennas, oversampling, or, in general, both. The blind equalization problem in the multiuser context where the codes are unknown is more challenging than its single-user counterpart. Specifically, the linear interaction among the multiple sources may be impossible to resolve with algebraic relationships [33]. For instance, a natural extension of the direct symbol estimation method (presented in the preceding section) results in the construction of a matrix $V$ that is orthogonal to all input vectors $s_1, \cdots, s_p$, i.e., it has null space dimension equal to $P$. If no more constraints are provided, the input vectors $s_1, \cdots, s_p$ cannot be determined from the null space of $V$.

Several methods have been proposed that use additional information about the transmitted data in order to resolve the ambiguity with reasonably low complexity. In an extension to their blind symbol estimation algorithm, Liu and Xu [33] propose a method for multiple-input multiple-output (MIMO) blind symbol equalization in which they take advantage of the discrete-alphabet property of the underlying digital communication signals by means of methods such as those described in [35] and [39]. Using the finite alphabet nature of the symbols, [35] and [39] show that the input vectors are identifiable, given sufficient data samples. Unfortunately, with the method in [35], the number of symbols needed for separating the users grows exponentially with the number of users, and the method developed in [39] is not guaranteed to produce the correct symbol estimates in the absence of noise.

Knowledge of the particular codeword associated with each user is a natural form of additional information, which, if properly exploited, can help resolve the remaining ambiguity. We next discuss one such algorithm for asynchronous CDMA systems which uses knowledge of the user signatures and their relative delays to extract the input symbol sequences [40]. The algorithm employs multiple antennas sampling at the chip rate and uses the resulting sequences to construct a ZF equalizer for each user.
3.3.2.1 Blind Equalization Using Multiple Antennas in CDMA Systems

As we have noted in the previous section, in MIMO blind-channel deconvolution, it is impossible to uniquely identify the multiple symbol sequences by using second-order statistics. With such methods, one can, at most, isolate the subspace of dimensionality \( P \) spanned by the symbol vectors \( s_i = [s_i[-L], \ldots, s_i[N_s-1], s_i[N_s]]^T \) for \( i = 1, \ldots, P \). The remaining ambiguity can often be resolved if the receiver knows the user signature waveforms and their relative delays. Intuitively, one would use knowledge of any particular codeword to isolate the subspace of the \( P \)-dimensional subspace corresponding to the signal of the associated user.

In this section, we consider a representative blind ZF equalizer that can be used with asynchronous CDMA systems in the case that the user signatures are known to the receiver [40]. Specifically, consider the following modification of the modulator of Figure 3.2 where

\[
x_i[n] = \sum_k s_i[k]c_i[n - kL - n_i],
\]

where \( n_i \) is the relative delay of each user with respect to the receiver modulo \( L \), i.e., \( 0 \leq n_i < L \). In this scenario, we assume that all relative delays are known at the receiver. This assumption implies that upon obtaining an estimate for \( \sum_i x_i[n] \), the symbol sequence for each \( i \) can be recovered by despreading in the standard manner. We assume chip rate sampling at multiple \( (M \geq 2) \) receiver antennas. The received signals at the \( M \) antennas are described by the \( M \times 1 \) vector

\[
y[n] = \sum_{i=1}^P \sum_k h_i[k]x_i[n - k] + \mathbf{w}[n]
\]

where \( R_{\mathbf{w}}[n, k] = \sigma_w^2 \delta[n - k]I_{M \times M} \) and

\[
h_i[n] = [h_{1,i}[n], h_{2,i}[n], \ldots, h_{M,i}[n]]^T
\]

corresponds to the vector channel response of the \( i \)-th user. We seek \( M \times 1 \) vector FIR equalizers of length \( K + 1 \) for combining the \( M \) received channel signals to obtain an estimate of \( x_i[n] \) and, subsequently, \( s_i[n] \). Specifically, we denote the equalizer for the \( i \)-th user by the \( M \times 1 \) vector [40]

\[
\mathbf{g}_i[n] = [g_{1,i}[n], g_{2,i}[n], \ldots, g_{M,i}[n]]^T.
\]

Assuming that the vector equalizer has finite support in \([0, K]\), it is convenient to collect all the equalizer taps for the \( i \)-th user in the vector \( \mathbf{g}_i \), i.e.,

\[
\mathbf{g}_i = [\mathbf{g}_i^T[K], \mathbf{g}_i^T[K - 1], \ldots, \mathbf{g}_i^T[0]]^T.
\]
Then, the estimate of $x_i[n - K]$ will be given by

$$
\hat{x}_i[n - K] = \sum_{k=0}^{K} g^+_i[k] y[n - k]
$$

where $\mathbf{y}_k[n] = [y^T[n - K] \ y^T[n - K + 1] \ \cdots \ y^T[n]]^T$. By despooling, the estimate of the $k$th symbol of the $i$th user can be obtained, i.e.,

$$
\hat{s}_i[k] = \sum_{\ell=0}^{L-1} \hat{x}_i[kL + n_i + \ell] c_i(\ell)
$$

$$
= g^+_i X_i[k],
$$

where the entries of the vector $\mathbf{X}_i[k]$ are correlations of segments of the received sequence $\mathbf{y}[n]$ with the signature of the $i$th user, $c_i[n]$. Specifically, we have $X_i[k] = Y_i[k] c_i$, where

$$
Y_i[k] = [y_k[kL + n_i + K] \ y_k[kL + n_i + K + 1] \ \cdots \ y_k[kL + n_i + K + L - 1]],
$$

and $c_i = [c_i[0] \ c_i[1] \ \cdots \ c_i[L - 1]]^T$. In the absence of noise, a ZF equalizer for the $i$th channel satisfies [40]

$$
g^+_i Y_i[k] = s_i[k] c_i^+.
$$

If $N$ symbols are considered, i.e., if (3.83) is satisfied for $k = 1, 2, \cdots, N$, we can rewrite this set of equations in the following matrix form:

$$
\begin{bmatrix}
Y_i[1] & -c_i & \cdots & \cdots & 0 \\
Y_i[2] & 0 & -c_i & \cdots & \vdots \\
\vdots & & & \ddots & \vdots \\
Y_i[N] & 0 & \cdots & 0 & -c_i
\end{bmatrix}
\begin{bmatrix}
g_i \\
s_i[1] \\
\vdots \\
s_i[N]
\end{bmatrix} = 0. \tag{3.84}
$$

For convenience, we refer to the matrix in (3.84) by the symbol $Y$. If the dimension of the null space of $Y$ equals one, then the null space completely determines $g_i$ and the $i$th symbol sequence. If the dimension of the null space is higher, there are multiple ZF solutions. In the presence of noise, a solution in the least-square sense can be obtained, i.e., one that minimizes the mean-square error $\sum_i \|g_i^+ Y_i[k] - s_i[k] c_i\|^2$. This solution is given by the least significant eigenvector of $Y^T Y$. In [40], it is shown that $\hat{g}_{i,\text{ZF}}$ is the least significant eigenvector of $G_i = \hat{R}_{\mathbf{Y}_i} - \hat{R}_{\mathbf{X}_i} / L$, where $\hat{R}_{\mathbf{Y}_i}$ and $\hat{R}_{\mathbf{X}_i}$ are the sample covariances formed from $\mathbf{Y}_i[k]$ and $\mathbf{X}_i[k]$, respectively, for $k = 1, \cdots, N$. Consequently, the equalizer $g_i$ is determined by first forming the sample-covariance matrices $\hat{R}_{\mathbf{Y}_i}$ and $\hat{R}_{\mathbf{X}_i}$ for the $i$th user, then the corresponding matrix $G_i$, and finally by identifying as $\hat{g}_{i,\text{ZF}}$ the least significant eigenvector of $G_i$. Pro-
vided that \( K \) satisfies \( K \geq PL_c/(M - P) \), the ZF criterion can be satisfied, i.e., a ZF equalizer of length \( K \) exists [40].

We emphasize that this scheme is not blind in the true sense since the receiver knows both the signature of each user and the corresponding relative delay. In a
sense, the signature of each user plays the role of a training/identifying sequence that enables the receiver to isolate a particular symbol stream based on a set of oversampled observations. In the special case where \( n_i = n_j \) for all \( i, j \) (synchronous transmission), we may note that for all \( i, j \), we have \( \tilde{R}_{Y_{ij}} = \tilde{R}_{Y_{ji}} \). Thus, knowledge of the codewords in this case is exploited in the form of \( \tilde{R}_{X_i} \) to separate the symbol streams. Furthermore, in a CDMA system where only one user is present, consider a receiver that samples at the chip rate and has no prior knowledge of the user signature. Such a receiver can obtain an estimate of the symbol sequence by means of one of the single-input, multiple-output blind strategies described in Section 3.3.1. However, the detector we considered here requires knowledge of the signature so that the sample covariance \( \tilde{R}_X \) can be formed, and from its use, superior and more robust symbol and channel estimates can be obtained.

One additional appealing aspect of this equalizer is that it does not require knowledge of the channel length. However, this advantage is implicitly due to the assumption that the receiver knows the relative delay of each of the users. A similar blind equalization scheme for CDMA systems is presented in [41]. More generally, many other strategies for the reverse link are also being pursued, as recent literature attests.

### 3.4 Concluding Remarks

In this chapter, we have focused on the problem of equalization in wireless channels in the context of multiple users. We first discussed the problem of equalization in the context of known wireless channels. This situation arises in systems where reliable estimates of the time-varying channels are first obtained via training and are subsequently used for equalization. We also discussed a class of equalization schemes that do not require a priori estimates of the wireless channels, which rely on signal reception via multiple unknown channels to obtain accurate channel and symbol estimates via short observation windows. Although in this chapter we have presented a number of potentially appealing strategies for multiuser equalization, equalizer design is a currently active area of research. In particular, many important and challenging issues remain in the development of practical bandwidth-efficient multiple-access systems which are robust to the fundamental impairments arising in multiple-access wireless scenarios. For the signal processing community, these are likely to constitute a rich set of research challenges for many years to come.
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Blind Space-Time Signal Processing
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Vellenki U. Reddy
Alle-Jan van der Veen

As discussed in Chapters 1–3, signal processing functions in wireless communications include modulation/demodulation, channel coding/decoding, channel equalization and estimation of transmitted signals, and reduction of cochannel interference (CCI). One promising approach to improve signal processing performance is space-time (S-T) processing, which operates simultaneously on multiple antennas. A key leverage of this spatial dimension is CCI reduction. This reduction is possible since the CCI and the desired signal almost always arrive at the antenna array (even in complex multipath environments) with distinct and often well-separated spatial signatures, thus allowing the modem to exploit this difference to reduce the CCI. Likewise, the space-time transmit processing can use spatial selectivity to deliver signals to the desired mobile while minimizing the interference for other mobiles. Another leverage is the exploitation of blind methods. Use of training for equalization consumes bandwidth and is not efficient in rapidly time-varying channels. Therefore, blind channel equalization and estimation of multiple users’ signals can improve network capacity and performance.
The spatial dimension can also be used to enhance other aspects of space-time modem performance. In reception, the antennas can be used to provide enhanced array gain, improve signal to thermal noise ratio, and enhance diversity gain, as discussed in Chapter 1. In transmission, the spatial dimension can enhance array gain, improve transmit diversity, as is also discussed in Chapter 1, and reduce delay spread.

The chapter focuses on the receiver S-T processing for nonspread modulation and is organized as follows. In Section 4.1, we summarize the propagation model. In Section 4.2, we develop a model for signals received at an antenna array and discuss the spatial and temporal structures in this model. In Section 4.3, we discuss a zero-forcing view of channel identifiability and equalizability and discuss the similarities and differences between intersymbol interference (ISI) and CCI cancellation. In Section 4.4, we present some recently proposed techniques for blind multiuser detection using block and recursive techniques. Section 4.5 concludes with a summary of the chapter.

4.1 The Wireless Propagation Environment

As discussed in earlier chapters, the propagation of radio signals on both the forward (base-station-to-subscriber unit) and reverse (subscriber unit-to-base-station) links is affected by a channel in several ways. Multipath propagation results in the spreading of the signal in three dimensions. These are the delay (or time) spread, Doppler (or frequency) spread and angle spread. These spreads (see Figure 4.1) have significant effects on the signal and are summarized below together with the terminology we will use in this chapter.

Doppler Spread: Time-Selective Fading. Doppler spread results from mobile motion and local scattering near the mobile. If one assumes uniformly dis-

![Figure 4.1 The three spreads of the wireless channel.](image)
tributed local scatterers, then, as discussed in Chapter 2, the baseband power spectrum of the received vertical electrical field due to a continuous-wave tone has a U-shaped form, called the classical (or Jakes' model) spectrum [9].

If there is a direct line-of-sight path, the channel spectrum is modified by an additional line at a frequency corresponding to the relative velocity between the base and the mobile. Doppler spread causes time-selective fading and can be characterized by the coherence time of the channel. The larger the Doppler spread, the smaller the coherence time.

**Delay Spread: Frequency-Selective Fading.** Due to the multipath propagation, several time-shifted and scaled versions of the transmitted signal will arrive at the receiver. Typically, a double negative exponential model is observed: the delay separation between paths increases negative exponentially with path delay, and the path amplitudes also fall off negative exponentially with delay. This spread of path delay is called delay spread. Delay spread causes frequency-selective fading and is also measured in terms of coherence bandwidth. The larger the delay spread, the smaller the coherence bandwidth.

**Angle Spread: Space-Selective Fading.** Angle spread on receive refers to the spread of arrival angles of the multipaths at the antenna array. Likewise, angle spread in transmit refers to the spread of departure angles of the multipaths. The angle of arrival (or departure) of a path can be statistically related to the path delay. With a constant-delay, ellipse-scattering model, it can be shown that angle spread is proportional to delay spread and inversely proportional to the transmitter-receiver separation. Angle spread causes space-selective fading and is characterized by the coherence distance. The larger the angle spread, the shorter the coherence distance.

**Multipath Propagation in Large Cells.** Multipath scattering underlies the three spreading effects described above and Doppler spread, which in addition requires subscriber unit motion. It is important to understand the types of scatterers and their contribution to channel behavior. These scatterers are illustrated in Figure 4.2.

**Scatterers Local to Mobile.** Scattering local to the mobile is caused by buildings in the vicinity of the mobile (a few tens of meters). Mobile motion and local scattering give rise to Doppler spread, which causes time-selective fading. For a mobile traveling at 65 mph, the Doppler spread is about ±200 Hz in the 1900 MHz band. Although local scattering contributes to Doppler spread, the delay
Scatterers
Local to Mobile

Remote Scatterers

Figure 4.2  Multipath propagation has three distinct scattering sources, each of which gives rise to different channel effects.

spread will usually be insignificant because of the small scattering radius. Likewise, the angle spread will also be small.

Remote Scatterers. The emerging wavefront from the local scatterers may then travel directly to the base or may be scattered toward the base by remote dominant scatterers, giving rise to specular multipath. These remote scatterers can be either terrain features or high-rise building complexes. Remote scattering can cause significant delay and angle spreads.

Scatterers Local to Base. Once these multiple wavefronts reach the base station, they may be scattered further by local structures such as buildings or other structures that are in the vicinity of the base. Such scattering will be more pronounced for low elevation and below-rooftop antennas. The scattering local to the base can cause severe angle spread, which in turn can cause space-selective fading. This fading is coherent, unlike the time-varying, space-selective fading caused by remote scattering.

Space-Time Channel Model. A multipath channel [9] is illustrated in Figure 4.3. Typical path amplitude, delay, and fading statistics can be obtained from published propagation models. The signal from the mobile travels through a number of paths, each with its own power fading and delay. The fading can be either Rayleigh or Rician and can have a Doppler spectrum that is flat or classical. These paths arrive at the receive antenna array with varying angles of arrival. The composite multipaths induce a different multipath channel at each antenna because of differences in relative phasing of the paths.
A typical example of a macrocellular channel in a hilly terrain in the case of the European cellular system GSM (Groupe Speciale Mobile) is shown in Figure 4.4. We plot the frequency response at each antenna. Since the channel bandwidth is high (200 KHz), the channel is highly frequency-selective in a hilly terrain environment where delay spreads can reach 10 to 15 \( \mu \)s. Also, the large angle spread causes variations of the channel from antenna to antenna. The channel variation in time depends upon the Doppler spread. Note that since GSM uses a short time slot, the channel variation during the time slot is negligible.
4.2 SIGNAL MODEL AND STRUCTURE

In this section, we describe analytical models for the received signals at the antenna elements in a wireless system.

4.2.1 Signal Model

In this section, we develop suitable receive signal models for the single and multiple user cases shown in Figure 4.5. First, we develop the single-user (SU) model and later extend it to the multiple-user (MU) case. In both cases, on the reverse link, the subscriber uses a single antenna input (SI) and base station uses multiple antenna outputs (MO).

Let \( c(t) \) denote the continuous-time impulse response of the multipath channel to an omnidirectional antenna (excluding that of transmitter and receiver filters), which we refer to as the physical channel impulse response. Assuming a specular multipath model of the type considered in earlier chapters, we can express \( c(t) \) as

\[
c(t) = \sum_{l=1}^{L} a_l(t) \delta(t - \tau_l),
\]

where \( a_l(t) \) and \( \tau_l \) denote the complex path fading and the propagation delay of \( l \)th path, respectively, \( L \) is the number of multipaths, and \( \delta(\cdot) \) is the Dirac delta function.

Let \( u(t) \) denote the baseband equivalent of the transmitted signal that depends on the modulation waveform and the information data stream. In the IS-54 TDMA standard, \( u(\cdot) \) is a \( \pi/4 \)-shifted DQPSK (differential quadrature phase-shift keying), gray-coded signal that is modulated by a pulse with square-root raised
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**Figure 4.5** Single and multiple user receive configurations.
cosine spectrum with excess bandwidth of 0.35. In GSM, a Gaussian minimum
shift keying (GMSK) modulation is used. See [4, 13, 33] for more details.

For a linear modulation (e.g., DQPSK), we can write

\[ u(t) = \sum_k g(t - kT) s(k), \]  

(4.2)

where \( s(k) \) denote the transmitted symbols, \( T \) denotes the baud (or symbol) period,
and \( g(t) \) denotes the effective continuous-time pulse shape that includes the effects
of the transmitting and receiving filters.

We now consider an \( m \)-element antenna array. We can express the noiseless
baseband signal at the \( i \)th element of the array, \( x_i(t) \), as

\[ x_i(t) = \sum_{l=1}^L a_i(\theta_l) a_l(t) u(t - \tau_l), \]  

(4.3)

where \( a_i(\theta_l) \) is the response of the \( i \)th sensor for an \( l \)th path from direction \( \theta_l \), and
\( a_l(t) \) represents the complex path fading for the \( l \)th path. We can rewrite (4.3) as

\[ x_i(t) = \sum_{k} \sum_{l=1}^L a_i(\theta_l) a_l(t) g(t - \tau_l - kT) s(k) \]  

(4.4)

In the above model, we have assumed that the inverse of the signal bandwidth is
large compared to the travel time across the array (and that the channel fading
bandwidth is assumed to be negligible compared to the signal bandwidth). This is
the so-called narrowband assumption of the transmitted signal. Therefore, the signal
complex envelope received by each antenna is identical except for phase (and perhaps amplitude) differences that depend on the path angle-of-arrival. This
angle-of-arrival dependent phase shift along with any amplitude-phase response
differences is included in \( a_i(\theta_l) \) [19]. The complex reverse link signal fading amplitude \( |a_i(t)| \) is Rayleigh- or Rician-distributed.

The channel model described above uses physical path parameters such as
path gain, delay, and angles-of-arrival, none of which are known nor are easily estimated. The noiseless baseband signal received at the \( i \)th antenna output can also be
written as

\[ x_i(t) = \sum_k h_i(t - kT) s(k), \]  

(4.5)

where \( h_i(t) \) represents the composite baseband impulse response of the channel
from the user’s transmitter to the output of the \( i \)th sensor and is the convolution of
the physical channel impulse response and the pulse shaping function. Since
\( h_i(t) = c_i(t) * g(t) \), it follows that

\[ h_i(t) = \sum_{l=1}^L a_i(\theta_l) a_l(t) g(t - \tau_l), \quad i = 1, \ldots, m. \]  

(4.6)
This impulse response \( h_i(t) \) has a finite duration called the channel length. In the following, we assume that the fading coefficients \( \{ \alpha_l \} \) remain constant over the time interval during which we collect the data and therefore treat \( h_i(t) \) as time-invariant. Defining the vector impulse response\(^1\) \( h(t) = [h_1(t), \cdots, h_m(t)]^T \), (4.6) can be written as

\[
h(t) = \sum_{l=1}^{L} a_l(\theta_t) \alpha_l(t) g(t - \tau_l), \tag{4.7}
\]

where \( a(\theta) = [a_1(\theta), \cdots, a_m(\theta)]^T \) is the array response vector.

Sampling \( h_i(t) \) at the symbol rate, we get \( h_i(n) = h_i(t) \big|_{t=t_0+nT} \), which is called the symbol-spaced channel, where \( t_0 \) is the initial sampling instant. The symbol-rate sampled received signal at the output of the \( i \)th antenna element can be expressed as

\[
x_i(k) = \sum_{n=0}^{N-1} h_i(n)s(k - n), \quad i = 1, \ldots, m, \tag{4.8}
\]

where we have assumed, without loss of generality, the impulse response corresponding to each antenna to span \( N \) symbol periods (corresponding to a channel length of \( NT \)). Again, defining the array output \( x(k) = [x_1(k), \cdots, x_m(k)]^T \), we can rewrite (4.8) as

\[
x(k) = \sum_{n=0}^{N-1} h(n)s(k - n), \tag{4.9}
\]

where \( h(n) = h(t) \big|_{t=t_0+nT} \). If we define \( H \) as

\[
H = [h(0), \cdots, h(N - 1)], \tag{4.10}
\]

(an \( m \times N \) channel matrix), then (4.9) can be rewritten as

\[
x(k) = Hs(k), \tag{4.11}
\]

where

\[
s(k) = \begin{bmatrix} s(k) \\ \vdots \\ s(k - N + 1) \end{bmatrix}. \tag{4.12}
\]

In terms of the physical channel parameters and the pulse shaping function, \( H \) can be expressed as

\[
H = A(\theta)\Lambda G(\tau), \tag{4.13}
\]

where \( A(\theta) = [a(\theta_1), a(\theta_2), \cdots, a(\theta_L)] \), \( \Lambda = \text{diag}\{\alpha_1, \cdots, \alpha_{L-1}, \alpha_L\} \) and

\(^1\)The superscript \( ^T \) denotes the transpose operator.
\[
G = \begin{bmatrix}
    g(t_0 - \tau_1) & g(t_0 + T - \tau_1) & \cdots & g(t_0 + NT - T - \tau_1) \\
    \vdots & \vdots & \cdots & \vdots \\
    g(t_0 - \tau_{L-1}) & g(t_0 + T - \tau_{L-1}) & \cdots & g(t_0 + NT - T - \tau_{L-1}) \\
    g(t_0 - \tau_L) & g(t_0 + T - \tau_L) & \cdots & g(t_0 + NT - T - \tau_L)
\end{bmatrix}.
\] (4.14)

In the following, we refer to the rows of \( H \) as the subchannel responses. From (4.13) we get the following expression for each coefficient of \( H \) in terms of the channel parameters [32]:

\[
H_{ij} = \sum_{l=1}^{L} \alpha_l \rho_l(\theta_l) g(t_0 - \tau_l + (j - 1)T). \tag{4.15}
\]

As we will see later, there are advantages if \( h_i(t) \) is sampled at a rate greater than the symbol rate. This oversampling can be easily incorporated in our signal model. Let the fractional sampling interval be \( T_s = T/P \), where \( P \) is an integer. We define the \( p \)th phase, \( p = 1, 2, \ldots, P \), of the fractionally spaced response channel corresponding to \( i \)th antenna as

\[
h_p(n) = h(t) \big|_{t=t_0+nT+\frac{(p-1)}{P}T}. \tag{4.16}
\]

Now, the new \( mP \times 1 \) vector channel impulse response can be redefined as

\[
h(n) = \begin{bmatrix}
h_1(n) \\
    \vdots \\
h_p(n)
\end{bmatrix}. \tag{4.17}
\]

Similarly to (4.16), we define the \( p \)th phase of the vector received signal \( x_p(k) \) as

\[
x_p(n) = \sum_{n=0}^{N-1} h_p(n)s(k - n), \tag{4.18}
\]

where we have assumed again, for convenience, that the impulse response of each phase spans \( N \) symbol periods. \( H \) (now of dimension \( mP \times N \)) will correspond to a fractionally spaced vector channel with number of subchannels as \( mP \) and each channel length as \( N \), and will still obey the definition (4.10) with \( h \) given in (4.17). The channel model is again

\[
x(k) = Hs(k), \tag{4.19}
\]

with \( x(k) = [x_1^T(k) \cdots x_P^T(k)]^T \). Notice that with this definition of \( H \), the factorization (4.13) is no longer valid (an alternative definition that would keep (4.13) valid would be to use \( H' \) of dimension \( m \times PN \)).
We now collect $M$ vector samples of the received signal during $M$ symbol periods. Stacking these samples (in increasing order) in a polyphase $mMP \times 1$ vector, i.e., $X_M(k) = [x^T(k) \ x^T(k+1) \ \cdots \ x^T(k+M-1)]^T$, we obtain the factorization
\[
X_M(k) = HS(k),
\]
where $H$ is the $mMP \times (N + M - 1)$ matrix,
\[
H = \begin{bmatrix}
0 & H \\
\vdots & \vdots \\
H & 0
\end{bmatrix}
\]
(4.21)
and
\[
S(k) = \begin{bmatrix}
s(k + M - 1) \\
\vdots \\
S(k - N + 1)
\end{bmatrix}.
\]
(4.22)
Notice the block-Hankel structure of $H$ (an equivalent formulation of (4.20) with a decreasing time index in $X_M$ would result in a block-Toeplitz instead of a block-Hankel matrix—see [12, 20]).

If $H$ is of full column rank, then
\[
\text{Column span } (X) = \text{Column span } (H),
\]
(4.23)
and full column rank of $H$ is guaranteed if $mMP \geq (N + M - 1)$ and if the subchannel polynomials of $H$ do not share a common root [12]. As will be seen later, the full column rank of $H$ is an important property linked both to the identifiability and the equalizability of the channel.

Suppose we have $M'$ polyphase vector samples of data and we wish to use these in blocks. We can then extend the data vector $X_M(k)$ to a block-Hankel matrix by left-shifting and stacking $M'$ times:
\[
X'_M = \begin{bmatrix}
x(k) & x(k + 1) & \cdots & x(k + M' - M) \\
x(k + 1) & x(k + 2) & \cdots & x(k + M' - M - 1) \\
\vdots & \vdots & \ddots & \vdots \\
x(k + M - 1) & \cdots & x(k + M' - 2) & x(k + M' - 1)
\end{bmatrix},
\]
(4.24)
which has size $mMP \times (M' - M + 1)$. In terms of $H$ and the transmitted symbol matrix, this augmented matrix can be expressed as
\[ X_M = HS = \begin{bmatrix} 0 & H & \vdots & \vdots & \vdots \\ & H & \vdots & \vdots & \vdots \\ & & \ddots & \vdots & \vdots \\ & & & H & 0 \end{bmatrix} \begin{bmatrix} s(k + M - 1) & \ldots & s(k + M' - 2) & s(k + M' - 1) \\ \vdots & \ddots & \vdots & \vdots \\ s(k - N + 2) & s(k - N + 3) & \ldots & \ldots \\ s(k - N + 1) & \ldots & s(k + M' - M - N + 1) \end{bmatrix}, \]

where \( H \) is \( mMP \times (N + M - 1) \) and \( S \) is \( (N + M - 1) \times (M' - M + 1) \). Equation (4.25) shows that the augmented data matrix admits a factorization into two matrices, a block-Hankel space-time channel matrix and a block-Toeplitz transmitted symbol matrix. This observation, too, is crucial to the blind identification of \( H \) from the observations \( X_M \).

In the MU case, we assume that multiple subscribers transmit their information signals towards the antenna array at the same base station. The MU-SIMO model is a straightforward extension of the SU-SIMO model. Assuming \( Q \) users, the symbol-rate sampled, received signal at the antenna array is the sum of the signals from \( Q \) subscribers, and using (4.19) we have

\[ x(k) = \sum_{q=1}^{Q} H_{q,q} s_q(k). \]  

A data model for the MU case will have \( Q \) channels corresponding to \( Q \) users, and we assume, for ease of exposition, that each user’s channel impulse response spans \( N \) symbol periods. We interleave the sampled impulse responses of the \( Q \) users, sample by sample, taking the size of \( H \) to \( mP \times QN \). Defining the \( Q \)-tuple symbol vector as \( s(k) = [s^{(1)}(k), s^{(2)}(k), \ldots, s^{(Q)}(k)]^T \), where \( s^{(i)}(k) \) denotes the \( k \)th symbol of \( i \)th user, we get the following signal model:

\[ X_M = \begin{bmatrix} 0 & H & \vdots & \vdots & \vdots \\ & H & \vdots & \vdots & \vdots \\ & & \ddots & \vdots & \vdots \\ & & & H & 0 \end{bmatrix} \begin{bmatrix} s(k + M - 1) & \ldots & s(k + M' - 2) & s(k + M' - 1) \\ \vdots & \ddots & \vdots & \vdots \\ s(k - N + 2) & s(k - N + 3) & \ldots & \ldots \\ s(k - N + 1) & \ldots & s(k + M' - M + N + 1) \end{bmatrix}, \]

so that \( H \) is \( mMP \times Q(N + M - 1) \), and \( S \) is \( Q(N + M - 1) \times (M' - M + 1) \), and where the \( M \) shifts of \( H \) to the left are now each over \( Q \) positions. Again, as in the single-user case, the blind identification and equalization of the channel will be affected by the size and conditioning of \( H \).
4.2.2 Spatial and Temporal Signal Structure

Given the signal model at (4.25), an important question is whether the unknown channel $\mathcal{H}$ and data $\mathcal{S}$ can be determined from the observations $\mathcal{X}_M^M$. This question leads us to examine the underlying constraints on $\mathcal{H}$ and $\mathcal{S}$, which we call structure.

4.2.2.1 Spatial Structure

The spatial structure of $H$ is apparent from (4.15). The vector $a(\theta_i)$ lies on the array manifold $\mathcal{A}$, which is the set of array response vectors indexed by $\theta$

$$
\mathcal{A} = \{a(\theta) | \theta \in \Theta\},
$$

(4.28)

where the set $\Theta$ is the set of all possible values of $\theta$. Knowledge of $\mathcal{A}$ helps determine $a(\theta_i)$. $\mathcal{A}$ includes the effect of array geometry, element patterns, interelement coupling, scattering from support structures, and objects near the base station. $\mathcal{A}$, when measured at the receiver baseband after digitization, includes the effects by cable and receiver gain/phase response, in-phase/quadrature (I-Q) imbalance, and analog-to-digital (A/D) converter errors. $\mathcal{A}$ is frequency-dependent and needs to be calibrated at multiple points within the operating band.

4.2.2.2 Temporal Structure

The temporal structure relates to the properties of the signal $u(t)$ and includes modulation format, pulse-shaping function, and symbol constellation. Some typical temporal structures are described below.

**Constant Modulus (CM).** In many wireless applications, the transmitted waveform has a constant envelope (e.g., in FM modulation). A typical example of a constant envelope waveform is the GMSK modulation used in the GSM cellular system, which has the following general form:

$$
u(t) = e^{j(\omega t + \varphi(t))},$$

where $\varphi(t)$ is a Gaussian-filtered phase output of a minimum shift keyed (MSK) signal [23].

**Finite Alphabet (FA).** Another important temporal structure in mobile communication signals is the finite alphabet. This structure underlies all digitally modulated schemes. The modulated signal is a linear or nonlinear map of an underlying finite alphabet. For example, the IS-54 signal is a $\pi/4$-shifted DQPSK signal given by
u(t) = \sum_{p} A_p g(t - pT) + j \sum_{p} B_p g(t - pT), \quad (4.29)

where

A_p = \cos(\varphi_p), \quad B_p = \sin(\varphi_p), \quad \varphi_p = \varphi_{p-1} + \Delta \varphi_p

\( g(\cdot) \) is the pulse shaping function (which is a square root raised cosine function in the case of IS-54), and \( \Delta \varphi_p \) is chosen from a set of finite phase shifts \( \left\{ \frac{5\pi}{4}, \frac{3\pi}{4}, \frac{\pi}{4}, \frac{7\pi}{4} \right\} \) depending on the data \( s(\cdot) \). This finite set of phase shifts represents the FA structure.

**Distance from Gaussianity.** The distribution of digitally modulated signals is not Gaussian,\(^2\) and this property can be exploited to estimate the channel from higher-order statistical quantities such as cumulants. See, e.g., [7] and [16]. Clearly CM signals are non-Gaussian. These higher-order statistics (HOS) based methods are usually slower converging than those based on second-order statistics.

**Cyclostationarity.** As discussed in Chapter 3, recent theoretical results [5, 12, 22, 25] suggest that exploiting the cyclostationary characteristic of the communication signal can lead to algorithms requiring only second-order statistics to identify the channel \( H \) and therefore are a more attractive approach than HOS techniques.

It can be shown [2] that the continuous-time stochastic process \( x(t) \) defined in (4.3) (assuming the fade amplitudes \( a_\ell \) are constant) is cyclostationary. Moreover, the discrete sequence \( \{\chi_k\} \) obtained by sampling \( x(t) \) at the symbol rate \( \frac{1}{T} \) is wide-sense stationary, whereas the sequence obtained by temporal oversampling (i.e., at a rate higher than \( \frac{1}{T} \)) or spatial oversampling (multiple antenna elements) is cyclostationary. The cyclostationary signal consists of a number of phases (polar components), each of which is stationary. A phase corresponds to a shift in the sampling point in temporal oversampling and different antenna element in spatial oversampling. The duality between temporal and spatial oversampling is illustrated in Figure 4.6.

The cyclostationary property of sampled communication signals carries important information about the channel phase, and this information can be exploited in several ways to identify the channel. The cyclostationarity property can also be interpreted as a finite duration property. Put simply, the oversampling increases the number of samples in the signal \( x(t) \) and phases in the channel \( H \) but does not change the value of the data for the duration of the symbol period. This oversampling is what allows \( H \) to become tall (more rows than columns) and full column rank. Also, the stationarity of the channel makes \( H \) Hankel (or rather,

\(^2\)The distribution may, however, approach a Gaussian when constellation shaping is used for spectral efficiency [34].
block-Hankel). As indicated earlier, tallness and Hankel properties are key to the blind estimation of $H$.

**The Temporal Manifold.** Just as the array manifold captures spatial wavefront information, the *temporal manifold* captures the temporal pulse-shaping function information (see [32, 35]). We define the temporal manifold $k(\tau)$ as the sampled response of a receiver to an incoming pulse with delay $\tau$. The temporal manifold is a powerful structure for channel identification and tracking. Moreover, unlike the array manifold, it can be estimated with good accuracy since it depends only on our knowledge of the pulse-shaping function. Table 4.1 shows the duality between the array and the temporal manifold.

The different structures and properties inherent in the nature of the transmitted signals and the employed receivers in space-time processing are shown in Figure 4.7.

| **Table 4.1** The duality between the array and the time manifold |
|----------------|----------------|----------------|
| Manifold       | Indexed by     | Characterizes  |
| Array          | angle $\theta$| antenna array response |
| Time           | delay $\tau$   | transmitted pulse shape |
4.3 Channel Identification and Equalization

Given the model (4.25) or (4.27) and the received signal, the task of the receiver is to estimate the data $S$ that were transmitted. This estimation is usually performed using one of two approaches. The first approach is to determine the channel $H$ and then use a maximum-likelihood sequence estimator (MLSE) to find the data $S$. Another approach is to sidestep the channel estimation and invert or equalize the channel to reveal the data directly.

If we wish to equalize the channel, a key question is: What conditions on the channel make it invertible? On the other hand, if we wish to estimate the channel first, the corresponding question is under what conditions the received signal statistics alone can provide identification (this is called blind channel identification). Of course, the answers to these questions depend on the type of filters used for equalization and the type of signal statistics used for identification. We address these issues next, focusing on linear equalizers and blind identification based on second-order statistics (SOS).

4.3.1 Single-User Channels

We begin, in this section, with the equalization of single-user channels. The multi-user case is treated in the following section.
4.3.1.1 Conditions for Channel Equalization/Identification

We consider the problem of zero-forcing (ZF) equalization for an \( m \)-sensor receiver with a \( P \)-oversampled channel. Namely, we are interested in finding an equalizer of order \( M \), \( \mathbf{F}_M = [\mathbf{f}(0) \cdots \mathbf{f}(M-1)]^T \) (an \( mMP \times 1 \) vector), such that the following zero-forcing condition is satisfied for the equalizer output \( y(k) \):

\[
y(k) = \mathbf{F}_M^T \mathbf{X}_M(k) = s(k - \delta),
\]

where \( \delta \in [-M+1, N-1] \), which results according to (4.20) to

\[
\mathbf{F}_M^T \mathbf{H} = [0 \cdots 0 1 0 \cdots 0],
\]

where the position of the single non-zero element in the right-hand side of (4.31) depends of course on the choice of \( \delta \). To satisfy (4.31), the generalized Sylvester matrix \( \mathbf{H} \) needs to be left-invertible, hence full column rank, which requires that it has at least as many rows as columns and that the different columns are linearly independent. This requirement results in the following two conditions:

(C1) \( mMP \geq M + N - 1 \Rightarrow M \geq M = \left\lfloor \frac{N-1}{mP-1} \right\rfloor \).

(C2) The polynomials \( H_i(z) \), \( i = 1, \ldots, mP - 1 \) corresponding to the different rows of \( \mathbf{H} \) must have no common roots.

Therefore, zero-forcing equalization is indeed possible with a finite-length equalizer, provided that the received signal is oversampled (or received with multiple antennas) so as to satisfy (C1) and that the \( mP \) channel phases have no common zeros. Notice that this is still possible if only oversampling (\( m = 1, P > 1 \)) or only antennas (\( P = 1, m > 1 \)) are used. This fact was noticed by Slock in [20].

The same conditions that hold for perfect noiseless ZF equalization turn out to be necessary and sufficient for the blind identification of a polyphase channel with the use of second-order-only (cyclostationary) statistics. The cyclostationarity of the sampled received signal is crucial in obtaining this result. The result was first obtained by Tong et al. in [25] and was stated as follows.

**Theorem I.** The channel transfer function \( H(z) \) is uniquely determined (identified) by the cyclic spectrum of the oversampled channel output if and only if \( H(z) \) does not have zeros uniformly spaced on a circle with separation of \( 2\pi/T \) radians.

In this theorem, \( H(z) = \sum_{i=1}^{mP} z^{-i}H(z^{mP}) \) represents the \( z \)-transform of the interleaved channel response. It is easy to show [28] that \( H(z) \) has zeros equispaced on a circle if and only if the \( mP \) channel phase polynomials \( H_i(z) \) have no common root (condition (C2) above).

\(^3\)It turns out that similar conditions had appeared in a different context earlier (Massey and Sain [11]).
Hence, the common root condition is important for both the existence of finite-length linear equalizers and for SOS-based blind channel identification.

Whereas in theory it may be unlikely that all the subchannels share common roots, in practice they may have several roots that are very close to each other. This can make SOS-based methods ill conditioned. We show below that there exist some channel classes that will suffer from the common zeros problem and we present some approaches to overcome it.

4.3.1.2 Avoiding the Problem of Zeros in Common

According to Theorem I, SOS-based identifiability will fail when the phases of the different channels share common roots. Two questions are then of interest: how likely this is to happen and what can be done in practice to avoid it?

A partial answer to the first question was given in [28] and in [3]. In [28], it was observed that the following class of channels will always suffer from the zeros-in-common problem when oversampled in time:

- **Class I:** channels with delays that are all multiples of $T$

This case can be easily seen as follows. The impulse response of Class I channels will have the general form

$$h(t) = \sum_{l=0}^{L-1} a_q g(t - lT); \quad (4.32)$$

hence, the $i$th phase $h_i(k) = h(t_0 + kT + (i - 1)T/P$ will be given by

$$h_i(k) = \sum_{l=0}^{L-1} a_q g_i(k - l), \quad (4.33)$$

where $g_i(k) = g(t_0 + kT + (i - 1)/T)$. Taking the $z$-transform of (4.33) gives

$$H_i(z) = A(z)G_i(z), \quad (4.34)$$

where $A(z)$ is the $z$-transform of $a_q$. It is clear from (4.34) that the channel phases obtained from oversampling Class I channels have common zeros.

Some other channel classes that have the same identifiability problem when oversampled were reported in [3]. One of these classes is the following:

- **Class II:** band-limited channels with frequency nulls in $\left[ -\frac{\pi(1-\beta)}{T}, \frac{\pi(1-\beta)}{T} \right]$, where $\beta$ is the roll-off parameter

An example of such band-limited channels is shown in Figure 4.8.
Figure 4.8 Typical example of a Class II band-limited channel.

The existence of the above channel classes suggests that the zeros-in-common identifiability problem is likely to arise in some practical cases. We now present some proposed approaches that avoid this problem.

**Space-Time Oversampling.** We consider first Class I channels. Instead of using time oversampling to obtain a polyphase channel (4.33), we could use space oversampling; the received signal is sampled at the symbol rate and received by an array of \( m \) sensors. Assuming a uniform linear array (ULA), the continuous-time impulse response corresponding to the \( i \)th sensor of the array would then be given by

\[
    h_i(t) = \left( \sum_{l=0}^{L-1} a \, e^{-j \frac{2 \pi d}{\lambda} (i-1) \sin \theta_i} \delta(t - lT) \right) \ast g(t)
\]

\[
    = \left( \sum_{l=0}^{L-1} a \, e^{-j \frac{2 \pi d}{\lambda} (i-1) \sin \theta_i} g(t - lT) \right),
\]

where \( d \) is the interelement spacing, and \( \lambda \) is the wavelength of the carrier frequency. Defining the discrete impulse response of each antenna \( i \) as \( h_i(k) = h_i(t) \bigg|_{t = t_0 + kT} \) and the corresponding sampled pulse shaping function \( g(k) = g(t) \bigg|_{t = t_0 + kT} \), the z-transform of \( h_i(k) \) is given by [18]

\[
    H_i(z) = \sum_{l=0}^{L-1} y_{il} z^{-l} G(z),
\]

where \( y_{il} = a \, e^{-j \frac{2 \pi d}{\lambda} (i-1) \sin \theta_i} \). According to (4.36), in the multiple sensors case, the common factor among the subchannels comes from the pulse shape (while in the oversampling case it comes from the multipath channel—cf. (4.34)). Now, if \( g(t) \) is a Nyquist pulse (e.g., a pulse with raised cosine spectrum) and perfect synchronization has been achieved (\( t_0 \) is a multiple of \( T \)), then \( G(z) = 1 \). In this case, according to (4.36), the \( m \) subchannels will have no common roots as long as the arrival
angles of all the \( L \) multipaths are not the same or they do not correspond to array ambiguities. This reasoning establishes that for a Class I channel, the use of spatial instead of temporal oversampling helps avoid the identifiability problem. If synchronization is not perfect, then \( G(z) \neq 1 \); however, the identifiability problem can again be avoided if combined spatial and temporal oversampling is used [18].

We now consider the Class II channels, in which the identifiability problem comes from the fact that each frequency null in \([ -\pi(1 - \beta)/T, \pi(1 - \beta)/T] \) gives rise, in the oversampled response, to a set of \( P \) roots that are located uniformly around the unit circle.

For example, we consider the class of multipath channels with two paths [3],

\[
c(t) = \delta(t) + \delta(t - \frac{T}{1 - \eta}), \quad \eta > \beta,
\]

which has a frequency null at \( \omega = \frac{\pi(1 - \eta)}{T} \) or \( \omega = \frac{-\pi(1 - \eta)}{T} \). We consider again the subchannels obtained from the \( m \) sensors of a uniform linear array. Following the steps similar to those used in arriving at (4.36), the \( \hat{t} \)th antenna channel response is given in the z-domain by

\[
H_{\hat{t}}(z) = e^{-j\frac{2\pi L}{\lambda}(t - \tau)} \sin \theta_0 (G(z) + \gamma_t G_{\tau}(z)),
\]

where \( g_t(k) = g(t - \tau) \big|_{t=t_0+kT} \). Observe that there is no common polynomial factor shared by the subchannels.\(^4\) Thus, again, the use of an antenna array instead of oversampling can be used to allow the SOS identifiability of channels that would otherwise be unidentifiable.

**Cyclostationarity Through Decision Feedback.** A different approach to obtain cyclostationarity at the receiver without using temporal or spatial oversampling is the use of a decision-feedback equalizer (DFE) receiver. As we show below, after sufficient opening of the channel eye by the receiver, decision feedback can provide a polyphase signal that does not suffer from the zeros-in-common problem [14].

Consider the receiver shown in Figure 4.9, where symbol-rate sampling has been assumed:

When the switch is at position 2, the setup corresponds to a standard symbol-rate decision-feedback receiver. Assuming that the channel eye has been sufficiently opened (as is typically assumed in the analysis of DFEs), the following condition holds:

\[
\hat{a}(k) = a(k-j),
\]

where \( j \) is some inherent delay. In this case, the DFE receiver corresponds to the setup of Figure 4.9, where the switch is at position 1. One may now notice that the

\(^4\)For \( \tau = kT \), however, \( G_t(z) = G(z)z^k \), and it corresponds to a special case of the Class I channels.
vector input to the two filters $\bar{x}(k) = [x(k) \, \hat{a}(k)]^T$ can be seen as the output of the following single-input-two-output channel:

$$H_1(z) = H(z)$$

$$H_2(z) = z^{-j}.$$  \hspace{1cm} (4.40)

Therefore, the following theorem holds:

**Theorem II.** If (4.39) holds, the vector input $\bar{x}(k)$ to the feedforward and feedback filters is equal to the output of a single-input-two-output channel whose subchannels $H_1(z)$ and $H_2(z)$ have no common factor, except for a possible pure delay $z^{-j}$.

Based on the above theorem, the problem of zeros in common can be avoided with the use of decision feedback, provided that the channel eye has been sufficiently opened to provide correct decisions. A description of blind methods for DFE can be found in [14]. As compared to the above method of spatial oversampling, this approach requires less computational complexity since we need to compute only the values of a few coefficients in the feed-forward and feedback filters. On the other hand, the implementation of fully blind DFE techniques needs some care to guarantee cyclostationary structure (see [14]).

**Transmission-Induced Cyclostationarity.** An alternative approach to avoid the channel conditioning problem is to design communication signals that are cyclostationary prior to transmission. This cyclostationarity can either be artificially introduced by redundancy in transmission or arise naturally through the cyclostationary character of the transmitted signal. For example, in [27] it is shown that if one uses repetitive interleaving of a factor 2 at the transmitter, one obtains a SIMO channel model that does not suffer from identifiability problems. Of course, this is done at the cost of reduced bandwidth efficiency (if no extra bandwidth is used, this
approach will result in controlled ISI, whereas increasing the bandwidth will result in a repetition coding scheme. Similar results were presented in [1], where chip interleaving was used for the same reason prior to transmission in a CDMA system. The use of filter-bank-based precoding to induce cyclostationarity at the transmitter and avoid the zeros-in-common problem is also presented in [6]. Finally, in [8] it is shown that the SAT tone signal that is superimposed on the information bearing signal in the Advanced Mobile Phone Service (AMPS) analog cellular system used in North America also results in a cyclostationary transmitted signal.

4.3.2 Multiple-User Problem

Additional issues arise in multiuser problems, which we consider in the subsections that follow.

4.3.2.1 Joint ISI/CCI Cancellation

We consider again the general case of an \( m \)-antenna receiver with an oversampling factor of \( P \). Assuming \( Q \) users, the ZF equalization condition is

\[
F_M^T X_M(k) = s^{(1)}(k - \delta),
\]

(4.41)

where \( F_M^T \) and \( X_M(k) \) are now \( mM_P \times 1 \) and where we have assumed without loss of generality that we are interested in the recovery of the first user's signal (up to some delay). Using (4.27), this will give again

\[
F_M^T H = \begin{bmatrix} 0 & \cdots & 0 & 1 & 0 & \cdots & 0 \end{bmatrix} (1 \times Q(N + M - 1)).
\]

(4.42)

Again, \( H \) needs to be left-invertible; hence, it is necessary that

\[
M \geq \left\lceil \frac{Q(N - 1)}{mP - Q} \right\rceil.
\]

(4.43)

Again, (4.43) will not be sufficient to achieve perfect ISI/CCI cancellation unless the row polynomials of \( H \) are guaranteed to share no common roots [15, 21].

We may notice from (4.43) that even if pure temporal processing is used \( (m = 1) \), it is still theoretically possible to cancel perfectly both the channel ISI and CCI if oversampling is used \( (P > 1) \). However, in practice, this type of performance will be limited by the channel conditioning, as we discuss below.

4.3.2.2 Channel Condition and ISI/CCI Cancellation

The preceding ZF analysis for ISI and CCI canceling with linear filters did not address the important aspect of performance deterioration of the ZF equalizer in the presence of noise. It is well known that in the presence of noise, zero-forcing equalizers can cause severe noise amplification, especially when the channel has deep spectral notches. This picture also holds, broadly, for the oversampled case.
We now discuss how path parameters affect ZF equalizer performance in the ISI and CCI channel cases. Based on the previous discussion on ISI and CCI canceling, one might infer that the ISI and CCI cancellation appear to be much the same. A ZF equalizer cannot distinguish which interference it combats, and only the differences in the two channels distinguish them from each other.

However, there are some critical differences in the way the ISI and CCI channels are influenced by the channel parameters. For example, consider the case of \( L \) paths arriving at the antenna array with near equal delays \((\tau_1 = \cdots = \tau_L = \tau)\). If all paths come from the same user, this corresponds to a low delay spread case: the channel eye is open (assuming synchronization is achieved), and no equalization is needed.

On the other hand, if the paths correspond to different users, the different user channels are similar to each other, making ZF CCI cancellation very ill conditioned (\( \mathcal{H} \) is near singular). This ill-conditioning causes severe noise amplification. It is clear from the above that in this case the ISI and CCI cancellation are affected by the path parameters in opposite ways!

Denoting by \( \mathbf{F} \) the fractionally spaced ZF equalizer that completely nulls interference in the absence of noise and assuming the noise at the equalizer input to be white of variance \( \sigma_n^2 \), the noise variance at the equalizer output is given by

\[
\sigma_o^2 = \sigma_n^2 \| \mathbf{F} \|^2.
\]

Hence, we can use the quantity \( \| \mathbf{F} \|^2 \) as a measure of noise amplification at the equalizer output.

To compare the performance between the ISI and the CCI case, we consider both an ISI and a CCI channel with two equipower signal paths with the interfering path arriving with a small delay equal to \( \tau = T/20 \). The received signal is of the form \( x(t) = u(t) + u(t - T/20) \) in the ISI case and \( x(t) = u_1(t) + u_2(t - T/20) \) in the CCI case. We have assumed linear modulation (see (4.2)) where \( g(t) \) is a raised cosine pulse with roll-off parameter \( \beta = 0.3 \) (see [17]). The received signal is sampled with an offset of \( \tau = T/20 \) and oversampled by a factor of two. To evaluate the performance of zero-forcing equalization in this experiment, we have calculated for both cases the minimal-length zero-forcing equalizers that correspond to all possible cursor positions (\( \delta \) in (4.30) or (4.41)).

In Figure 4.10, we have plotted the quantity \( 1/\| \mathbf{F} \|^2 \) for each of the two cases (ISI and CCI). Notice from the figure both the effect on performance of the choice of \( \delta \) and the dramatic noise amplification in the CCI case. As expected from the previous arguments, in the CCI case the two channels are very similar, leading to severe noise amplification, whereas in the ISI case the problem is well conditioned and good performance can be achieved.

We now consider a large delay-spread case: now the delay \( \tau = 1.05T \) for both the ISI and the CCI channels. The performance in this case is shown in Figure 4.11.
Figure 4.10  Performance comparison of ISI and CCI ZF equalizers (low delay spread).

Figure 4.11  Performance comparison of ISI and CCI ZF equalizers (large delay spread).
Observe that whereas in the ISI case the performance is still superior, the gap between the two cases has reduced. Also, the performance of the ISI channel has considerably deteriorated. The first effect is due to the fact that now the two user channels in the CCI case are no longer similar; hence, the channel will be better conditioned. On the other hand, in the ISI case, the delay spread is now significant, leading to a performance reduction as compared to the earlier low delay spread.

These differences will vary depending on the channel and equalizer; e.g., if linear MMSE equalization is used instead of ZF equalization, the noise enhancement problem will be less pronounced. Also, if nonlinear equalization is used after the channels have been well identified, joint maximum-likelihood sequence detection will provide optimal performance irrespective of channel characteristics.

### 4.4 Blind Techniques

To this point, we have studied channel identifiability, equalizability, and the ISI/CCI cancellation problem. However, we have not yet addressed the important question of how signal recovery can be achieved. In the following discussion, we present two approaches for blind signal recovery from the channel output data in the multiple-user channel case. The single-user problem can be seen as a special case of this problem and will not be addressed in this chapter.

As derived in Section 4.2, if the channel is FIR, then the oversampled output signal can be written as

$$\mathcal{X} = \mathcal{H} \mathcal{S}.$$  

The objective is to blindly identify $\mathcal{S}$.

A number of properties of the signal can be used, as was listed in Section 4.2. In particular, in this section we use the following properties.

1. The fixed symbol rate of the signals (equivalent to the finite duration property mentioned in Section 4.2.2.2), which allows one to obtain independent linear combinations of the same symbols by using oversampling and/or multiple antennas (assuming linear modulation). This property gives rise to the Toeplitz structure of $\mathcal{S}$ and is due to the (assumed) time invariant nature of the channel.

2. The constant modulus (CM) of the signals or their finite alphabet (FA).

We begin with the presentation of a block technique that makes use of the finite duration and FA properties. Then, we present a recursive technique that relies on the CM property.
4.4.1 Block Methods

The method presented below consists of two steps. The first step is a straightforward extension from scalars to vectors of the blind single-user equalization algorithm proposed by Moulines et al. in [12] and by Slock in [20] and discussed in Chapter 3. At this point, the ISI caused by the channel is removed and the input signals are synchronized. However, the symbol sequences can be determined only up to a fixed linear combination of them. This problem can then be treated with the methods proposed in [10, 30, 31].

4.4.1.1 Linear Data Model

To describe the FIR-MIMO (multiple-input multiple-output) scenario, consider the linear data model as detailed in Section 4.2, which we repeat here for convenience. Assuming \( m \) antennas, \( P \) times oversampling, and an equalizer length of \( M \) symbols, the \( MP\times(M' - M + 1) \) block-Hankel matrix

\[
\mathcal{X}_M = \begin{bmatrix} x_0 & x_1 & \cdots & x_{M'-M} \\ x_1 & x_2 & \cdots & x_{M'-2} \\ \vdots & \vdots & \ddots & \vdots \\ x_{M-1} & x_{M-2} & \cdots & x_{M'-1} \end{bmatrix}
\] (4.45)

(see (4.24)). Let \( N_j \) be the channel length of the \( q \)th user. With \( Q \) users and a maximum channel length of \( N = \max_q N_j \) symbols per channel, \( \mathcal{X} \) has a factorization (Section 4.2)

\[
\mathcal{X}_M = \mathcal{H} \mathcal{S} = \begin{bmatrix} 0 & H \\ \vdots & \vdots \\ H & 0 \end{bmatrix} \begin{bmatrix} s_{M-1} & s_{M'-2} & s_{M'-1} \\ \vdots & \vdots & \vdots \\ s_{N+2} & s_{N+3} & \vdots \\ s_{N+1} & s_{N+2} & s_{M'-N+1} \end{bmatrix}
\]

where we recall that \( \mathcal{H} \) is an \( MmP \times Q(N + M - 1) \) block-Hankel matrix, and \( \mathcal{S} \) is a \( Q(N + M - 1) \times (M' - M + 1) \) block-Toeplitz, finite alphabet matrix. The block \( H \) contains the impulse response of the channel, convolved with the modulating pulse shape function; \( s_x \) is a \( Q \times 1 \) vector containing the symbols transmitted by the \( Q \) users in the \( k \)th interval. For digital sources, the entries of \( s_x \) belong to a specific alphabet \( \Omega \), such as \( \Omega = \{-1\} \) for BPSK signals.

If \( MmP \) is large enough and \( \mathcal{H} \) has full column rank, then \( \mathcal{X} \) is rank-deficient and is expected to have rank

\[
Q_x = Q(N + M - 1).
\] (4.46)
Our goal is to factor \( \mathcal{X}_M \) into \( \mathcal{H} \) and \( \mathcal{S} \) with the indicated structures as above. The \textit{necessary} conditions for \( \mathcal{X}_M \) to have a unique factorization \( \mathcal{X}_M = \mathcal{HS} \) are that \( \mathcal{H} \) is a "tall" matrix and \( \mathcal{S} \) is a "wide" matrix, which for \( N > 1 \) leads to

\[
mp > Q \\
M \geq \frac{QN - Q}{mp - Q} \\
M' > QN + (Q + 1)(M - 1).
\]

(4.47)

The common root condition mentioned in the single-user case now extends to the condition that \( \mathcal{H} \) is "irreducible and column reduced." (See also (4.43).) Given sufficient data, only \( mp > Q \) poses a fundamental identification restriction since \( M \) and \( M' \) are usually large enough.

Note that these conditions are \textit{not sufficient} for \( \mathcal{H} \) and \( \mathcal{S} \) to have full rank. One case where \( \mathcal{H} \) does not have full rank is when the channels do not have equal lengths, in which case the rank of \( \mathcal{X} \) is at most \( \sum N_q + Q(M - 1) \).

4.4.1.2 Blind Multiuser Identification

The blind FIR-MIMO identification problem may be stated as a matrix factorization problem: given \( \mathcal{X} \), find factors \( \mathcal{H} \) and \( \mathcal{S} \) with the indicated structure.

Suppose that the conditions (4.47) are satisfied and that \( \mathcal{H} \) has full column rank \( Q(N + M - 1) \). Then, \( \text{row}(\mathcal{X}) = \text{row}(\mathcal{S}) \), so that we can determine the row span of \( \mathcal{S} \) from that of \( \mathcal{X} \). The first step of the algorithm is to compute an orthonormal basis \( \hat{V} \) of \( \text{row}(\mathcal{X}) \). The next step is to find linear combinations of the rows of \( \hat{V} \) such that the result both belongs to the finite alphabet (FA) and has a Toeplitz structure.

\textbf{Forcing the Toeplitz Property: Subspace Intersections.} A standard procedure to find \( \mathcal{S} \) as a block-Toeplitz matrix with \( \text{row}(\mathcal{S}) = \text{row}(\mathcal{X}) \) (but not forcing the FA property) is to rewrite this as

\[
\begin{bmatrix}
s_{M-1} & s_M & \cdots & s_{M'-1} \\
s_{M-2} & s_{M-1} & \cdots & s_{M'-2} \\
& & \vdots & \\
s_{N+1} & s_{N+2} & \cdots & s_{M'-N-M+1}
\end{bmatrix} \subseteq \text{row}(\mathcal{X})
\]

(4.48)

These conditions can be aligned to apply to the same block-vector in several ways. We choose to work with

\[
\mathcal{S} := \begin{bmatrix}
s_{N+1} & s_{N+2} & \cdots & s_{M'-1}
\end{bmatrix}.
\]

Let \( \hat{V} \) be a basis for \( \text{row}(\mathcal{X}) \).
The conditions (4.48) can be transformed into

\[ S \in \text{row } \hat{V}^{(1)}, \quad \hat{V}^{(1)} := \begin{bmatrix} \hat{V} & 0 \\ 0 & I_{N+M-2} \end{bmatrix}, \]

\[ S \in \text{row } \hat{V}^{(2)}, \quad \hat{V}^{(2)} := \begin{bmatrix} 0 & \hat{V} & 0 \\ 1 & 0 & 0 \\ 0 & 0 & I_{N+M-3} \end{bmatrix}, \]

\[ \vdots \]

\[ S \in \text{row } \hat{V}^{(N+M-1)}, \quad \hat{V}^{(N+M-1)} := \begin{bmatrix} 0 & \hat{V} \\ I_{N+M-2} & 0 \end{bmatrix}. \]  

Indeed, the identity matrices in each \( \hat{V}^{(k)} \) reflect the fact that, at that point, there are no range conditions on the corresponding entries of \( s \). Thus, \( S \) is in the intersection of the row spans of \( \hat{V}^{(1)} \) until \( \hat{V}^{(N+M-1)} \), and we have to determine a basis for the intersection of a set of given subspaces. If all channel lengths are equal, then we expect to have \( Q \) signal sequences in the intersection.

To compute the intersection, we can use the fact that, for orthonormal bases \( \hat{V}^{(k)} \) as we have in (4.49), the subspace intersection is obtained by computing the singular-value decomposition (SVD) of a stacking of all the basis vectors or, more conveniently, (for \( n \) intersections, \( n = N + M - 1 \)) by an SVD of

\[ V_{T(n)} := \begin{bmatrix} \hat{V} & 0 \\ \vdots & \hat{V} \\ \vdots & \cdots \\ 0 & \hat{V} \\ J_1 & 0 \\ J_2 & 0 \end{bmatrix}, \]  

\[ n \]
where the \( n \) copies of \( \hat{V} \) are each shifted over one entry, and

\[
J_1 = \begin{bmatrix} \sqrt{n-1} & 0 \\ \vdots & \ddots \\ 0 & \sqrt{2} \end{bmatrix}, \quad J_2 = \begin{bmatrix} 1 & 0 \\ \sqrt{2} & \ddots \\ 0 & \sqrt{n-1} \end{bmatrix}.
\]

The matrices \( J_1, J_2 \) summarize the identity matrices present in (4.49), which is possible because we are interested only in row spans.

The estimated basis for the intersection (hence, for \( S \)) is given by the right singular vectors of \( V_{T^{(0)}} \) that correspond to the large singular values of \( V_{T^{(0)}} \); those that are close to \( \sqrt{n} \). This subspace intersection algorithm has complexity \( O(Q^2 (N + M)^4 M') \) and is linear in \( M' \).

Let \( Y \) be a matrix containing the estimated basis for the row span intersection. For \( n = N + M - 1 \), this matrix ideally consists of \( Q \) row vectors. To find \( S \) itself (hence, \( S \) as well), we have to determine which linear combination of the basis vectors gives a finite alphabet structure. Effectively, the subspace intersections perform a blind equalization jointly on all signals, but their separation is done based on the FA property.

**Forcing the FA Property.** For a given matrix \( Y \), the iterated least-squares algorithms ILSP/E/F [24], and the constant modulus algorithm RACMA [29] (for BPSK or QPSK) solve the factorization

\[
(Y = AS: A, S \text{ full rank}, [S]_{ij} \in \Omega),
\]

where \( \Omega \) is a prespecified finite alphabet, and \( A \) is any resulting nonsingular matrix.

Since the factorization \( X = HS \) is of the form (4.51), we could, in principle, use the ILSP or RACMA algorithm directly on \( X \). However, \( X \) is generally a large matrix with many rows, limiting the performance of ILSP (mainly in the context of finding all independent signals) and giving an unacceptably large computational complexity in RACMA. A second problem is that the algorithm does not force the Toeplitz structure of \( S \). After finding a candidate \( S \), we must compare the rows and detect which rows are shifted copies (echos) of other rows.

**Detection of \( Q \) and \( L \).** If \( H \) and \( S \) have full column rank and row rank, respectively, then the rank of \( X = X_M \) is \( Q_N := Q(N + M - 1) \). (See (4.46).) In principle, the number of signals \( Q \) can be estimated by increasing the blocking factor \( M \) of \( X_M \) by one and looking at the increase in rank of \( X_M \). This property provides a useful detection mechanism even if the noise level is quite high since it is independent of the actual (observable) channel length \( \hat{N} \). Furthermore, the property still
holds if all channels do not have equal lengths. If they do, then \( N \) can be estimated from the estimated rank of \( \mathcal{X}_M \mathcal{Q} \mathcal{X} \), and the estimated number of signals, \( \hat{Q} \), by
\[
\hat{N} = \frac{\hat{Q}_1 \hat{Q}}{\hat{Q} - M + 1}.
\]

If the channels do not have equal length, but, say, lengths \( N_{q,l} \), then \( H \) is not full rank and a modification of the algorithm for estimating \( S \) is necessary. The approach in this case is to base the number of intersections on the shortest channel length among all sources. Doing so will equalize the corresponding channel and partially equalize the others. The remaining equalization is best carried out by means of the finite alphabet property. The details of this scheme are in [24]. Blind equalization is notoriously hard when channels have ill-conditioned and differing lengths.

### 4.4.2 Recursive Methods

We now summarize a recursive approach based on the CM property of the transmitted signals. Assuming \( Q \) users, we consider a linear \( m M \times Q \) spatio-temporal equalization structure
\[
F = [F_1 \cdots F_Q],
\]
where \( F_q \), \( q = 1, \ldots, Q \), denotes the filter corresponding to the \( q \)th signal. Then, the \( Q \times 1 \) equalizer output at time instant \( k \) can be written as
\[
y(k) = F^T(k)X(k),
\]
where \( X(k) = [x^T(k) \cdots x^T(k + M - 1)]^T \), with \( x(k) = [x_1(k) \cdots x_m(k)]^T \). The MU-CM algorithm [15] is a simple blind technique to determine the coefficients of the spatio-temporal equalizer \( W \). We can set up a standard CM cost function and derive a set of coupled CM recursions that converge to the desired S-T equalizers. Global convergence to optimal settings can be guaranteed under most conditions.

The algorithm minimizes the following criterion:
\[
\min_F J(F) = \sum_{j=1}^{Q} \left( |y_j|^2 - 1 \right)^2 + 2 \sum_{l,n=1; l \neq n}^{Q} \sum_{\delta=\delta_1}^{\delta_2} |r_{ln}(\delta)|^2,
\]
where \( r_{ln}(\delta) \) is the cross-correlation function between users \( l \) and \( n \) defined as
\[
r_{ln}(\delta) = E(y_l(k)y_n^*(k - \delta)),
\]
and \( \delta_1, \delta_2 \) are integers that should be chosen in compliance with the channel delay spread in order to take into account all the achievable delays between different users. The cost function (4.53) is the sum of a CM term and a cross-correlation term:
the CM term penalizes the deviations of the equalized signals’ magnitudes from a constant modulus, whereas the cross-correlation term penalizes the correlations between them. The corresponding stochastic-gradient algorithm has the form

$$F(k + 1) = F(k) - \mu[\hat{\Lambda}_1(k) \cdots \hat{\Lambda}_Q(k)],$$  \hspace{1cm} (4.55)

where

$$\Delta_j(k) = 4E\{(|y_j(k)|^2 - 1)y_j(k)X^*(k)\} + 4\sum_{l=1; l \neq j}^Q \sum_{\delta = \delta_1}^{\delta_2} r_{jl}(\delta)E\{y_l(k - \delta)X^*(k)\},$$  \hspace{1cm} (4.56)

and $\hat{\Delta}_j$ is an estimate of $\Delta_j$ based on instantaneous values or sample averaging. Equation (4.55) describes a stochastic gradient algorithm derived from the MIMO “constant modulus” criterion (4.53) and is suitable for the spatio-temporal equalization of multiple user signals in the presence of both ISI and CCI. Simulations and analysis have shown its MMSE behavior at steady state, as well as its robustness to the power imbalance of different users.

The parameters employed are the equalizer length $M$, the number of users $Q$, and the step-size parameter $\mu$. The number as well as the weight of the autocorrelation functions in the criterion (4.53) can be made variable. Equation (4.55) has a low computational complexity (depending on the number of terms present in the criterion as well as the length of the averaging window). Notice that (4.55) may reduce to the standard CMA 2-2 algorithm [26] in the case of one user ($Q = 1$).

4.5 Concluding Remarks

Space-time processing is a rapidly growing field that is still in its infancy. In this chapter, we have surveyed several aspects of this important research area that integrate and extend many of the concepts developed in earlier chapters. We hope that the results presented in the chapter will stimulate fresh research in this fascinating field.
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Network Capacity, Power Control, and Effective Bandwidth

David N. C. Tse
Stephen V. Hanly

As the preceding chapters have emphasized, the mobile wireless environment provides several unique challenges to reliable communication not commonly found in wireline networks. These include scarce bandwidth, limited transmit power, interference between users, and time-varying channel conditions. A central problem in the design of wireless networks is how to use the limited resources most efficiently in such adverse environments, in order to meet the quality-of-service (QoS) requirements of applications as quantified in terms of bit rate and loss. The problem will become more acute for next-generation, integrated-services networks that aim to support a heterogeneous mix of high bandwidth media types with diverse QoS requirement and bursty traffic characteristics. As the demand for ubiquitous access to the backbone wireline network grows, the capacity of the wireless link will likely be a severe bottleneck.

To meet these challenges, there have been intense efforts in developing more sophisticated physical layer communication techniques, examples of which are described in preceding chapters. A significant thrust of work has been on developing multiuser receiver structures of the type described in Chapter 2, which mitigate the interference between users in spread spectrum systems. (See also, for example,
Recall that, unlike the conventional matched-filter receiver used in the IS-95 CDMA system, these techniques take into account the structure of the interference from other users when decoding a user. Another important line of work is the development of processing techniques in systems with antenna arrays, a class of which is described in Chapter 4. As discussed in Chapter 1 as well, while spread-spectrum techniques provide frequency diversity to the wireless system, antenna arrays provide spatial diversity, both of which are essentially degrees of freedom through which communication can take place.

Despite significant work done in the area, there is still much debate about the network capacity of the various approaches to deal with multiuser interference in spread-spectrum and multiple-antenna systems. One important reason is that the networking level problems of resource allocation and power control are less well understood in the context of multiuser techniques than with more traditional multiaccess schemes, such as TDMA, FDMA, and conventional-receiver CDMA systems. For example, in a TDMA or FDMA system, the network resource is shared among users via disjoint frequency and time slots, and this sharing provides a simple abstraction for resource allocation problems at the networking layer. Such clean separation between the networking and the physical layers does not exist when more sophisticated multiuser techniques are used. This in turn hampers the understanding of the capacity of networks with multiuser receivers and of the associated network-level resource allocation problems such as call admissions control, cell handoffs, and resource allocation for bursty traffic.

In this chapter, we show that under some conditions, a simple abstraction of the amount of resource consumed by a user is indeed possible for several important multiuser receivers. The specific scenario is a set of power-controlled mobile users communicating to a base-station in a single cell. Assuming that each user's QoS can be expressed in terms of a target signal-to-interference ratio (SIR), we show that a notion of effective bandwidth can be defined such that the QoS requirements of all the users can be met if and only if the sum of the effective bandwidths of the users is less than the total number of degrees of freedom in the system. These degrees of freedom can be provided by the processing gain in a spread-spectrum system or by the number of antenna elements in a system with an antenna array. These capacity characterizations are simple in that the effective bandwidth of a user depends only on its SIR requirement and nothing else. While these results are proved in an idealized model, they have the potential to provide a first step in bridging between resource allocation problems at the networking layer and multiuser techniques at the physical layer.

The effective bandwidth of a user depends on the multiuser receiver employed. Results for three receivers are obtained. They are the minimum mean-square error (MMSE) receiver [12, 15, 16, 23], the decorrelator [10, 11], and the conventional matched filter receiver. We show that the effective bandwidths are
respectively $e_{\text{mmse}}(\beta) = \frac{\beta}{1 + \beta}$, $e_{\text{det}}(\beta) = 1$, and $e_{\text{ref}}(\beta) = \beta$, where $\beta$ is the SIR requirement of the user. These effective bandwidth expressions also provide a succinct basis for performance comparison between different receiver structures. The MMSE receiver occupies a special place since it can be shown to lead to the minimum effective bandwidth among all linear receivers.

These effective bandwidth characterizations also illustrate the inherent flexibility in resource-sharing among users with heterogeneous SIR requirements in a CDMA system: the total degrees of freedoms can be divided arbitrarily according to each user’s SIR. This case is in contrast to traditional FDMA or TDMA system where the resource allocation is much more rigid and coarse-grained. Such flexibility is supported by appropriate power control, and this philosophy is behind much of recent work in power control for conventional CDMA systems. (See, for example, [1, 3, 6, 25, 26, 27]). Our work can be viewed as an extension of this philosophy to more sophisticated multiuser receivers.

The outline of this chapter is as follows. In Section 5.1, we introduce our notation for the basic model of a multiple-access spread-spectrum system and the structure of the MMSE receiver. In Section 5.2, we present our key result: that in a large system with each user using random spreading sequences, the limiting interference effects under the MMSE receiver can be calculated as if they were additive; to each interferer can be ascribed a level of effective interference that it provides to the user to be decoded. In Sections 5.3 and 5.4, we apply this result to study the performance under power control and obtain a notion of effective bandwidth. In Section 5.5, we obtain analogous results for the decorrelating receiver. In Section 5.6, we show that similar ideas carry through for systems with antenna diversity. Section 5.7 contains some concluding remarks.

Proofs of results are not presented here but can be found in [18].

5.1 Basic Spread-Spectrum Model and the MMSE Receiver

In a spread-spectrum system, each of the user’s information or coded symbols is spread onto a much larger bandwidth via modulation by its own signature or spreading sequence. The following is a model for a symbol-synchronous, multiple-access, spread-spectrum system:

$$Y = \sum_{m=1}^{M} X_m s_m + W,$$

where $X_m$ is a real scalar and $s_m$ is a real $L$-dimensional vector that denote the transmitted symbol and signature spreading sequence of user $m$, respectively, and $W$ is zero-mean, variance-$\sigma^2$ Gaussian background noise. The length of the signature sequences is $L$, which one can also think of as the number of degrees of freedom or
diversity. The \( L \)-dimensional received vector is \( \mathbf{Y} \). We assume the \( X_m \)'s are independent and identically distributed (i.i.d.) and that \( E[X_m] = 0 \) and \( E[X_m^2] = P_m \), where \( P_m \) is the received power of user \( m \).

Rather than looking at symbol-by-symbol detection, we are interested in the more general problem of demodulation, extracting good estimates of the (coded) symbols of each user as soft decisions to be used by the channel decoder [16]. From this point of view, the relevant performance measure is the SIR of the estimates.

We shall now focus on the demodulation of user 1, assuming that the receiver has already acquired the knowledge of the spreading sequences. The optimal linear demodulator that generates a soft decision \( \hat{X}_1 \), maximizing the SIR at the output of the demodulator, is the MMSE receiver [12, 15, 16].

As a comparison, note that the conventional CDMA approach simply matches the received vector to \( \mathbf{s}_1 \), the signature sequence of user 1. This is indeed the optimal receiver when the interference from other users is white. However, in general, the multiple-access interference is not white and has structure as defined by \( \mathbf{s}_2, \mathbf{s}_3, \ldots, \mathbf{s}_M \) assumed to be known to the receiver. The MMSE receiver exploits the structure in this interference in maximizing the SIR of user 1.

The formulae for the MMSE demodulator and its performance are well known (cf. Chapter 2):

\[
X_{\text{MMSE}}(\mathbf{Y}) = \frac{1}{\mathbf{s}_1^T (\mathbf{S}\mathbf{D}\mathbf{s}_1 + \sigma^2 I)^{-1} \mathbf{s}_1} \mathbf{s}_1^T (\mathbf{S}\mathbf{D}\mathbf{s}_1 + \sigma^2 I)^{-1} \mathbf{Y},
\]

and the signal to interference ratio \( \beta_1 \) for user 1 is

\[
\beta_1 = \mathbf{s}_1^T (\mathbf{S}\mathbf{D}\mathbf{s}_1 + \sigma^2 I)^{-1} \mathbf{s}_1 P_1,
\]

where \( \mathbf{S} = [\mathbf{s}_2, \ldots, \mathbf{s}_M] \) and \( \mathbf{D} = \text{diag}(P_2, \ldots, P_M) \).

### 5.2 Performance under Random Spreading Sequences

Equation (5.2) is a formula for the performance of the MMSE receiver, which one can compute for specific choice of signature sequences. However, it is not easy to obtain qualitative insights directly from this formula. For example, the effect of an individual interferer on the SIR for user 1 cannot be seen directly from this expression. In practice, it is often reasonable to assume that the spreading sequences are randomly and independently chosen (see, e.g., [13]). For example, they may be pseudorandom sequences, or the users may choose their sequences from a large set of available sequences as they are admitted into the network. In this case, the performance of the

\(^1\)The superscript \( ^T \) denotes the transpose operator.
optimal demodulator can be modeled as a random variable since it is a function of the spreading sequences. In this section, we show that, unlike the deterministic case, there is a great deal of analytical information one can obtain about this random performance in a large network. In the development below, we assume that though the sequences are randomly chosen, they are known to the receiver once they are picked. In practice, this means that the change in the spreading sequences is at a much slower time scale than the symbol rate, so that the receiver has the time to acquire the sequences. (There are known adaptive algorithms for which this can even be done blindly; see [8].) However, the performance of the MMSE receiver depends on the initial choice of the sequences and, hence, is random.

As a model for random sequences, let \( s_m = \frac{1}{\sqrt{L}} (V_{1m}, \ldots, V_{Lm})^\top, \) \( m = 1, \ldots, M, \) where the random variables \( V_{km} \)'s are i.i.d., zero-mean, and unit-variance. The normalization by \( \frac{1}{\sqrt{L}} \) ensures that \( E[||s_m||^2] = 1. \) In practice, it is common that the entries of the spreading sequences are 1 or -1, but we want to keep the model general so that we can later apply our results to problems with other modes of diversity.

Our results are asymptotic in nature, for a large network. Thus, we consider the limiting regime where the number of users are large, i.e., \( M \to \infty. \) To support a large number of users, it is reasonable to scale up \( L \) as well, keeping the number of users per degree of freedom (equivalently, per unit bandwidth), \( \alpha \equiv \frac{M}{L}, \) fixed. We also assume that as we scale up the system, the empirical distribution of the powers of the users converges to a fixed distribution, say \( F (P) \). The following is the main result of [18], giving the asymptotic information about the SIR for user 1. The proof of this result makes use of the theory of random matrices [14, 17].

**Theorem 5.1** Let \( \beta_1^{(L)} \) be the (random) SIR of the MMSE receiver for user 1 when the spreading length is \( L. \) Then, \( \beta_1^{(L)} \) converges to \( \beta_1^\ast \) in probability as \( L \to \infty, \) where \( \beta_1^\ast \) is the unique solution to the equation

\[
\beta_1^\ast = \frac{P_1}{\sigma^2 + \alpha \int_0^\infty I (P, P_1, \beta_1^\ast) dF (P)}
\]  

(5.3)

and

\[
I (P, P_1, \beta_1^\ast) = \frac{PP_1}{P_1 + PP_1^\ast}.
\]

Heuristically, this means that in a large system, the SIR \( \beta_1 \) is deterministic and approximately satisfies

\[
\beta_1 \approx \frac{P_1}{\sigma^2 + \frac{1}{L} \sum_{i=2}^M I (P_1, P_1, \beta_1)},
\]

(5.4)
where, as before, \( P_i \) is the received power of user \( i \). This result yields an interesting interpretation of the effect of each of the interfering users on the SIR of user 1: for a large system, the total interference can be decoupled into a sum of the background noise and an interference term from each of the other users. (The factor \( \frac{1}{L} \) results from the processing gain of user 1.) The interference term depends only on the received power of the interfering user, the received power of user 1, and the attained SIR. It does not depend on the other interfering users except through the attained SIR \( \beta_1 \).

One must be cautioned not to think that this result implies that the interfering effect of the other users on a particular user is additive across users. It is not: the interference term \( I(P_i, P_1, \beta_1) \) from interferer \( i \) depends on the attained SIR which in turn is a function of the entire system. However, it can be shown that the equation:

\[
x = \frac{P_1}{\sigma^2 + \frac{1}{L} \sum_{i=2}^{M} I(P_i, P_1, x)}
\]

has a unique fixed point \( x^* \), and moreover, the equation has the following monotonicity property: for any \( x, x^* \geq x \) if and only if

\[
x = \frac{P_1}{\sigma^2 + \frac{1}{L} \sum_{i=2}^{M} I(P_i, P_1, x)} \geq x.
\]

It follows then that to check if the target for user 1’s SIR, \( \beta_T \), can be met for a given system of users, it suffices to check the following condition:

\[
x = \frac{P_1}{\sigma^2 + \frac{1}{L} \sum_{i=2}^{M} I(P_i, P_1, \beta_T)} \geq \beta_T.
\]

Based on this interpretation, it is natural to refer to the term \( I(P_i, P_1, \beta_T) \) as the effective interference of user \( i \) on user 1, at a target SIR of \( \beta_T \).

To gain further insight into this concept of effective interference, it is helpful to compare the above situation with that when the conventional matched filter \( s_i \) is used for the demodulation. For that case, it can be shown that if \( \beta_{1,\text{mf}} \) is the (random) SIR of the conventional matched-filter receiver for user 1, then for large processing gain \( L \), \( \beta_{1,\text{mf}} \) converges in probability to

\[
\beta_{1,\text{mf}}^* = \frac{P_1}{\sigma^2 + \alpha \int_0^\infty PdF(P)},
\]

(5.7)
where, as before, $F$ is the limiting distribution of the powers of the users and $\alpha$ is the number of users per degree of freedom. Hence, for large $L$, the performance of the matched receiver is approximately

$$\beta_{1,\text{mt}} \approx \frac{P_1}{\sigma^2 + \frac{1}{L} \sum_{i=2}^{M} P_i}.$$

(5.8)

Comparing this expression with (5.4), we see that the interference due to user $i$ is simply $P_i$ in place of $I(P_1, P_i, \beta_1)$. Since the matched-filter receiver is independent of the signature sequences of the other users, it is not surprising that the interference is linear in the received powers of the interferers. In the case of the MMSE receiver, the filter does depend on the signature sequences of the interferers, thus resulting in the interference being a nonlinear function of the received power of the interferer. Also, observe that $I(P_1, P_i, \beta_1) < P_i$, which is expected since the MMSE receiver maximizes the SIR among all linear receivers. But more importantly, we see that while for the conventional receiver the interference grows without bound as the received power of the interferer increases, for the MMSE receiver, the effective interference from user $i$ is bounded and approaches $\frac{P_1}{\beta_1}$ as $P_i$ goes to infinity.

Thus, while the SIR of the matched-filter receiver goes to zero for large interferers' powers, the SIR of the MMSE receiver does not. This is the well-known near-far resistance property of the MMSE receiver discussed in Chapter 2 [see also [12]]. The intuition is that as the power of an interferer grows to infinity, the MMSE receiver will null out its signal. While the near-far resistance property has been reported by previous authors, Theorem 5.1 goes beyond that as it not only quantifies the worst-case performance (i.e., large interferer's power) but also the performance for all finite values of the interference. This quantification is useful for example in situations when power control is exercised, as we turn to in the next section.

In general, we have no explicit solution for the SIR $\beta_1^*$ in (5.3). However, for the special case when the received powers of all users are the same, the equation is quadratic in $\beta_1^*$ and a simple solution is obtained:

$$\beta_1^* = \frac{(1 - \alpha)P}{2\sigma^2} - \frac{1}{2} + \sqrt{\frac{(1 - \alpha)^2 P^2}{4\sigma^4} + \frac{(1 + \alpha)P}{2\sigma^2} + \frac{1}{4}}.$$

We see that the $\beta_1^*$ is positive for all values of $\alpha$ and approaches 0 as $\alpha$, the number of users per degree of freedom, goes to infinity.

Two performance measures commonly used in the literature for multiuser receivers (and discussed in Chapter 2) are their efficiency and their asymptotic efficiency [21]. In the context of linear receivers, the efficiency for user 1 is defined to be the ratio of the achieved SIR to the SIR when there is no interferer and only
background noise. For the MMSE receiver with random spreading sequences and equal received power for all users, the efficiency is given by:

$$\frac{\beta_1^* \sigma^2}{P},$$

where $\beta_1^*$ is given by the above expression. Recall from Chapter 2 that the asymptotic efficiency $\eta_1$ is the limiting efficiency as the background noise level goes to zero. If $0 \leq a$, this asymptote is given by

$$\eta_1 := \lim_{\sigma \to 0} \frac{\beta_1^* \sigma^2}{P} = 1 - a.$$

For $a > 1$, the limiting SIR is positive but bounded:

$$\lim_{\sigma \to 0} \beta_1^* = \frac{1}{a - 1},$$

and so the asymptotic efficiency is zero.

5.3 **Capacity and Performance under Power Control**

We observed in Section 5.2 that in the conventional receiver case, the interference of a user is proportional to its power, and hence a strong interferer can completely overcome a weaker signal. This is the so-called near-far problem, and a well-known consequence is that the conventional receiver can only avoid this problem via tight power control. We also observed that the MMSE receiver does not suffer arbitrarily poorly from the near-far problem, and indeed, this is one of the key motivations for the original work on multiuser detection [20]. Nevertheless, a MMSE receiver still suffers interference from other users, and it follows that capacity can be increased and power consumption reduced if power control is employed.

In this section, we consider the case in which all users require an SIR of exactly $\beta^*$, given a processing gain of $L$ degrees of freedom per symbol. For a given number of users, we compute the minimum power consumption required to achieve $\beta^*$ for all users and then look at the maximum number of users per degree of freedom supportable for a given power constraint under power control. Of particular interest is the maximum number without power constraint, which we define to be the *capacity* of the system (in terms of number of users per degree of freedom.) This coincides with the definition of capacity taken in [5]; “capacity” is then the point at which saturation occurs as we put in so many users that we drive
the required power level to infinity. We show that this capacity is different but finite for both the conventional and the MMSE receivers; thus, both are interference-limited systems. As before, our results are asymptotic as the processing gain $L$ goes to infinity.

Let us focus first on the conventional receiver. With the matched filter receiver, (5.7) tells us that, asymptotically, users receive the same level of interference and hence must be received at the same power level to get the same SIR $\beta^*$. It is easy to compute that with $L\alpha$ users, and a processing gain of $L$, the common received power required for the conventional receiver is given asymptotically as $L \to \infty$ by

$$P_{\text{mf}}(\beta^*) = \frac{\beta^* \sigma^2}{1 - \alpha \beta^*}.$$  \hspace{1cm} (5.10)

For a given constraint $P$ on the received power, the maximum number of users supported is then

$$\alpha_{\text{max}} = \frac{1}{\beta^*} - \frac{\sigma^2}{P} \text{ users/degree of freedom.}$$

The capacity of the conventional receiver when $P = \infty$ is then

$$C_{\text{mf}}(\beta^*) = \frac{1}{\beta^*} \text{ users/degree of freedom.}$$  \hspace{1cm} (5.11)

Phrased differently, as $\alpha \to \frac{1}{\beta^*}$, the system saturates and the required power level goes to infinity.

Now, let us turn to the MMSE receiver. To satisfy given target SIR requirements for each user, [9, 19] showed that there is an optimal solution for which the received power of every user is minimized; moreover, they gave an iterative algorithm to compute it. However, here we can give an explicit solution and characterize the resulting system capacity.

To begin, we fix the number of users per degree of freedom at $\alpha$. As in the conventional receiver case, it turns out that the system saturates if $\alpha$ is too high, so we first obtain a necessary and sufficient condition for feasibility. It can be shown, from the monotonicity property of (5.6), that in the limit of a large number of degrees of freedom, the system is feasible if and only if the SIR can be met with equal received powers for all users. Setting the received powers of all users to be equal in (5.6) tells us that a given target SIR requirement $\beta^*$ can be met if and only if

$$\alpha < \frac{1 + \beta^*}{\beta^*}.$$
If this condition is satisfied, it can further be shown that the minimum power solution is given by having the received powers of all users be

\[ P_{\text{mmse}}(\beta^*) = \frac{\beta^* \sigma^2}{1 - \alpha \frac{\beta^*}{1 + \beta^*}}. \quad (5.12) \]

Hence, the capacity of the system under MMSE receiver is

\[ C_{\text{mmse}}(\beta^*) = \frac{1 + \beta^*}{\beta^*} \text{ users/degree of freedom.} \quad (5.13) \]

Moreover, for a given received power constraint \( P \), the maximum number of users that can be supported is attained by assigning each user the same received power, and that number is given by

\[ \alpha_{\text{max}} = \frac{1 + \beta^*}{\beta^*} \left( 1 - \frac{\beta^* \sigma^2}{P} \right) \text{ users/degree of freedom.} \]

Contrasting (5.10) and (5.11) with (5.12) and (5.13), we note that if \( \alpha \) is feasible for both types of receiver, then the power consumption of the MMSE receiver system is less than that of the matched-filter system, and the MMSE system has potentially much greater capacity. Indeed, if \( \alpha < 1 \), then we can accommodate arbitrarily large \( \beta^* \) without saturating the MMSE receiver, whereas the the conventional receiver saturates as \( \beta^* \) approaches \( \frac{1}{\alpha} \). For fixed \( \beta^* \), we also note that the MMSE receiver system saturates at a higher value of \( \alpha \), yielding a capacity of precisely 1 more user per degree of freedom than the system with a conventional receiver. On the other hand, the relative gain of the MMSE receiver system is not so large for small values of \( \beta^* \).

### 5.4 Multiple Classes, Maximum Power Constraints, and Effective Bandwidths

It is straightforward to generalize these results to the case in which there are \( J \) classes, with all class \( j \) users requiring an SIR of \( \beta_j \). We denote the number of users of class \( j \) by \( \alpha_j L \) and again consider the limiting regime \( L \to \infty \).

The conventional matched-filter receiver results generalize very easily to

\[ P_{\text{mf}}(j) = \frac{\beta_j \sigma^2}{1 - \sum_{j=1}^{J} \alpha_j \beta_j}, \]

where \( P_{\text{mf}}(j) \) denotes the common, received power level of all users of class \( j \) (see [7]). Thus, the capacity constraint on feasible values of \( (\alpha_1, \ldots, \alpha_J) \) is the linear con-
straint $\sum_{j=1}^{J} a_j \beta_j < 1$. Furthermore, if class $j$ users have a maximum power constraint that $P_{\text{mf}}(j) \leq \bar{P}_j$ for each $j$, then the tighter capacity constraint

$$\sum_{j=1}^{J} a_j \beta_j \leq \min_{1 \leq i \leq J} \left[ 1 - \frac{\beta_i \sigma^2}{P_i} \right]$$

emerges [5]. It is convenient to refer to $\beta_i$ as the bandwidth of class $j$ users, in degrees of freedom per class $j$ user. Let us denote this bandwidth by

$$e_{\text{mf}}(\beta_i) = \beta_i \text{ degrees of freedom per class } j \text{ user.}$$

We now show that the MMSE receiver results generalize in a similar manner. It is clear in this case also that the minimal power solution consists of the same received power for each class: let all users in class $j$ be received at power $P_j$. Then, the power control equations become

$$\frac{P_i}{\sigma^2 + \sum_{j=1}^{J} a_j l(P_{\nu}, P_j, \beta_j)} = \beta_i \quad i = 1, 2, \ldots, J, \quad (5.14)$$

where, as in Theorem 5.1, $l(P_{\nu}, P_j, \beta_j) \triangleq \frac{P_j}{P_j + \nu \beta_j}$. But (5.14) implies that $\frac{\beta_i}{P_i}$ is a constant, which allows us to simplify (5.14) down to

$$P_{\text{mmse}}(i) = \frac{\beta_i \sigma^2}{1 - \sum_{j=1}^{J} a_j \frac{\beta_j}{1 + \beta_j}} \quad i = 1, 2, \ldots, J. \quad (5.15)$$

The capacity constraint for the MMSE receiver with $J$ classes is therefore given by

$$\sum_{j=1}^{J} a_j \frac{\beta_j}{1 + \beta_j} < 1, \quad (5.16)$$

which is linear in $a_1, \ldots, a_J$.

As above, maximum power constraints provide tighter capacity constraints, and in this context we note that (5.15) implies that

$$\sum_{j=1}^{J} a_j \frac{\beta_j}{1 + \beta_j} = 1 - \frac{\beta_i \sigma^2}{P_{\text{mmse}}(i)}, \quad i = 1, 2, \ldots, J.$$ 

Thus, if $P_{\text{mmse}}(i) \leq \bar{P}_i$ is a maximum power constraint on class $i$, then the linear constraint

$$\sum_{j=1}^{J} a_j \frac{\beta_j}{1 + \beta_j} \leq \min_{1 \leq i \leq J} \left[ 1 - \frac{\beta_i \sigma^2}{P_i} \right], \quad i = 1, 2, \ldots, J.$$
defines the restricted capacity region of the system. It is natural to define the effective bandwidth of class \( j \) users as

\[ e_{\text{mmse}}(\beta_j) = \frac{\beta_j}{1 + \beta_j}. \]

Linearity in the matched-filter case is a straightforward consequence of the fact that powers add. However, our MMSE effective bandwidth results are rather surprising, as the receiver itself depends on the signature sequences and the received powers of the users. Another interesting observation is that no matter how high \( \beta \) is, the MMSE effective bandwidth of a user is upper bounded by unity. We will gain further insight into why this is so in the next section.

### 5.5 The Decorrelator

To this point, we have contrasted the performance of the MMSE receiver with that of the conventional matched-filter receiver. It is also illuminating to compare the performance of the MMSE receiver with that of the decorrelator. The decorrelator was in fact the first linear “multiuser detector” described by Lupas and Verdu [10]. As discussed in Chapter 3, this receiver is known to have optimal near-far resistance [11], as measured by the worst-case performance over all choices of interferers’ powers and in the limit of vanishing background noise power. Here, we focus on the SIR performance for finite noise power and random sequences and obtain simple answers. It can be shown that in a large system with \( \alpha \) users per degree of freedom, the (random) SIR under the decorrelating receiver for user 1 converges in probability to \( \beta_1^* \), given by

\[
\beta_1^* = \begin{cases} 
\frac{P_1(1 - \alpha)}{\sigma^2} & \alpha < 1 \\
0 & \alpha \geq 1
\end{cases}
\]  

(5.17)

We observe that as the number of users \( \alpha \) per degree of freedom approaches 1, the SIR goes to zero. Geometrically, as the dimensionality of the orthogonal complement to the span of the interference decreases to zero, the length of the projection of the desired signal onto this orthogonal complement tends to zero, and so in the limit the projected signal is lost in the background noise. This behavior is the high price paid for ignoring the background noise. In contrast, the MMSE receiver can support more users than the number of degrees of freedom because it takes both the interference and the background noise into account.

By comparing (5.17) and (5.3), one can see that the effective interference for an interferer on user 1 under the decorrelator is \( \frac{P_1}{\beta_1} \), which does not depend on the
power of the interferers. Equation (5.17) further implies that the capacity constraint on the system is \( \alpha < 1 \).

We also observe that if all users require an SIR of \( \beta \) and employ power control, then it is sufficient for each user to be received with power at least \( \beta \sigma^2 / (1 - \alpha) \). Thus, for a given received power constraint \( \bar{P} \), the maximum number of users with SIR requirement \( \beta \) supportable is \( 1 - \beta \sigma^2 / \bar{P} \) (per degree of freedom). Similarly, for multiple classes of users with SIR requirement \( \beta_j \) and power constraint \( \bar{P}_j \) for the \( j \)th class, the system can support \( a_j \) users (per degree of freedom) from each class if

\[
\sum_{j=1}^{L} a_j \leq \min_{1 \leq j \leq l} \left[ 1 - \frac{\beta \sigma^2}{\bar{P}_j} \right].
\]

Thus, the capacity region under the decorrelator is given by

\[
\sum_{j=1}^{L} a_j \leq 1
\]

(5.18)

when there are no power constraints or, equivalently, when the background noise power \( \sigma^2 \) goes to zero. So, each user occupies an effective bandwidth of 1 degree of freedom, independent of the value of \( \beta \).

From (5.17), it can be immediately inferred that the efficiency of a decorrelator in a large system with random spreading sequences is \( 1 - \alpha \) if \( \alpha \), the number of users per degree of freedom, is less than 1, and is zero otherwise. Since this efficiency does not depend on the background noise power \( \sigma^2 \), it is also the asymptotic efficiency.

It is well known [12] that the MMSE receiver has the same asymptotic efficiency as the decorrelator, and hence the decorrelator is optimal in this sense among all linear receivers. However, comparing (5.16) and (5.18), one can see that the capacity region under the MMSE receiver is strictly larger than that under the decorrelator, even as the background noise goes to zero. In particular, the MMSE receiver can in general accommodate more users than the number of available degrees of freedom, while the decorrelator cannot. This apparent paradox can be resolved by noting that when \( \alpha > 1 \), the SIR attained by the decorrelator is zero (5.17) while the attained SIR by the MMSE receiver is strictly positive but bounded as the noise power \( \sigma^2 \) goes to zero. Since the asymptotic efficiency measures only the rate at which the SIR goes to infinity as \( \sigma^2 \) goes to zero, they are the same (zero) for both receivers. On the other hand, the capacity region quantifies the number of users with fixed SIR requirements a receiver can accommodate; hence the difference between the decorrelator and the MMSE receiver is reflected. In practice, users have target SIR requirements and hence the capacity region characterization seems to be a more natural performance measure than the asymptotic efficiency. In this context, the decorrelator remains suboptimal even as the noise power \( \sigma^2 \) approaches zero.
5.6 ANTENNA DIVERSITY

In spread-spectrum systems, diversity gain is obtained by spreading over a wider bandwidth. However, there are other ways to obtain diversity benefits in a wireless system. A technique, particularly effective for combating multipath fading, is the use of an adaptive antenna array at the receiver. Multipath fading can be very detrimental because the received signal power can drop dramatically due to destructive interference between different paths of the transmitted signal. By placing the antenna elements greater than half the carrier wavelength apart, one can ensure that the received signal fades more or less independently at the different antenna elements. By appropriately weighing, delaying and combining the received signals at the different antenna elements, one can obtain a much more reliable estimate of the transmitted signal than with a single antenna. Such antenna arrays are said to be adaptive since the combining depends on the strengths of the received signals at the various antenna elements. This signal strength in turn depends on the location of the users. Moreover, the combining weights will be different for different users, allowing the array to focus on specific users while mitigating the interference from other users. This process is called beamforming. From our previous results, it turns out that the capacity of such an antenna array system can again be characterized by effective bandwidths.

The following is a model for a synchronous, multiple-access antenna-array system:

\[ Y = \sum_{m=1}^{M} X_m h_m + \mathbf{W}. \]

Here, \( X_m \) is the transmitted symbol of the \( m \)-th user, and \( Y \) is an \( L \)-dimensional vector of received symbols at the \( L \) antenna elements of the array. The vector \( h_m \) represents the fading of the \( m \)-th user at each of the antenna array elements. The entries are complex to incorporate both phase and magnitude information. The vector \( \mathbf{W} \) is zero-mean, variance-\( \sigma^2 \) Gaussian background noise.

The fading is time-varying, as the mobile users move, but usually at a much longer time scale than the symbol rate of the system. Assuming then that the channel fading of the users can be measured and tracked perfectly at the receiver, we would like to combine the vector of received symbols appropriately to maximize the SIR of the estimates of the transmitted symbols of the users. The optimal linear receiver is clearly the MMSE. Assuming that the fading of each user is independent and identically distributed from antenna element to antenna element, we are essentially in the same setup as for spread-spectrum systems. Thus, for a system with a large number of antenna elements and large number of users, we can treat each of the interfering users as contributing an additive effective interference. Under perfect power control, the system capacity is characterized by sharing the \( L \) degree of freedom among the users according to their effective bandwidths given by the pre-
vious expressions for the different receivers. The only difference here is that the $L$ degrees of freedom are obtained by spatial rather than frequency diversity.

These results should be compared with that of Winters et al. [22], which showed that for a flat Rayleigh fading channel, a combiner that attempts to null out all of the interferers costs one degree of freedom per interferer. This combiner is, of course, the suboptimal decorrelator, which we have shown earlier to be very wasteful of degrees of freedom if interferers are weak. While Winters’ result holds for the Rayleigh model and any number of antennas, our results hold for any fading distribution but are asymptotic in the number of antennas.

## 5.7 Concluding Remarks

It is illuminating to compare the effective interference and effective bandwidths of the users in the three cases: the conventional matched filter, the MMSE filter, and the decorrelating filter. This comparison is shown in Figures 5.1 and 5.2. The

**Figure 5.1** Effective interference for the three receivers as a function of interferer's received power $P_i$. Here, $P$ is the received power of the user to be demodulated, and $\beta$ is the achieved SIR.

**Figure 5.2** Effective bandwidths for three receivers as a function of SIR.
effective interference under MMSE is nonlinear and depends on the received power $P$ of the user to be demodulated as well as on the achieved SIR $\beta$. The effective interference under the conventional matched filter is simply $P_i$, the received power of the interferer. Under the decorrelator, the effective interference is $\frac{P}{\beta}$, independent of the actual power of the interferer. The intuition here is that the decorrelator completely nulls out the interferer, no matter how strong or weak it is.

Assuming perfect power control, we can define effective bandwidths that characterize the amount of network resources a user consumes for a given target SIR. The effective bandwidths under the conventional, MMSE, and decorrelating receivers are $\beta$, $\frac{\beta}{1+\beta}$, and 1, respectively. We note that the conventional receiver is more efficient than the decorrelator when $\beta$ is small and far less efficient when $\beta$ is large. Intuitively, at high SIR requirements, a user has to transmit at high power, thus causing a lot of interference to other users under the conventional receiver. Not surprisingly, since it is by definition optimal, the MMSE filter is the most efficient in all cases. When $\beta$ is small, the MMSE filter operates more like the conventional receiver, allowing many users per degree of freedom; but when $\beta$ is large, each user is decorrelated from the rest, much as in the decorrelator receiver, and therefore the interferers can still occupy no more than one degree of freedom per interferer.

The effective bandwidth concept for the MMSE receiver is valid only in the perfectly power-controlled case. By contrast, the concept of effective interference applies with or without perfect power control and may prove more useful in the multicell context.

While these results provide much insight into the performance of these filters, we must emphasize that they pertain only to a single cell, without fading, and in the time-synchronous case. It remains to be seen how these filters perform in more realistic scenarios.
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Many treatments of wireless communications focus on a wireless link as an isolated entity. Our concern here is with networks that support all multimedia services (including data, graphics, audio, images, and video) for tetherless (not physically wired to the network), nomadic (able to access the network from many locations), and mobile (accessing the network while moving) users. Such a network is termed an integrated-services multimedia network with wireless access. Wireless access is a key component of tetherless and mobile access in particular. Important components of such a multimedia network include a (typically broadband) backbone network, wireless access links to that backbone, terminals associated with each user (where some terminals are tetherless and others are not), and centralized data and computational servers. It is expected that an integrated-services multimedia network will serve a large and heterogeneous mix of applications. Overall, in this large and complex system, the fact that there is wireless access should have broad implications to all the system components, not just to the wireless access link. Conversely, design issues in the remainder of the system impact the wireless access link design. A primary objective of this chapter is to identify these cross-cutting issues. As such, the issues explored in this chapter are complementary to many of those discussed in the preceding chapters of this volume.
Most of our attention is focused on the signal processing technologies in a multimedia network, including compression, modulation, forward error-correction coding, and encryption, as well as limited attention to other elements that interact with signal processing (such as protocols). Additional compression and coding issues are explored in detail in Chapter 7. From a networking perspective, we define as signal processing those functions that modify or hide basic syntactical and semantic components of a bit stream payload, as opposed to those functions that are oblivious to the payload bits (such as protocols, routing, etc.).

In treating these issues, it is important to identify the objectives that are to be achieved. We can list those objectives relevant to this chapter as follows:

- For continuous-media services like audio and video, as well as graphics, the relevant “quality” criterion is subjective.
- As discussed further below, the most critical objective performance criteria are low interactive delay and high traffic capacity for wireless access links.
- Privacy by end-to-end encryption will be important for some users; it also is one aspect of intellectual property protection and authorized access control.
- Applications, terminal capabilities (from desktop to various flavors of portable terminals with different processing and resolution), and transport media (especially wireless and fiber backbones) will be heterogeneous. It is important to support both desktop and portable terminals with a common set of applications. It is also important that applications deploy seamlessly to the network without the application developer needing to deal explicitly with a diversity of transport and terminal capabilities.
- Not only point-to-point connections, but also point-to-multipoint and multipoint-to-point connections will exist [1, 2].
- Propagation characteristics will vary widely, depending on assumptions about carrier frequency, bandwidth, propagation characteristics (especially in-building vs. wide-area networks), terminal velocity, etc. This chapter is primarily focused on broadband in-building wireless networks, where we expect relatively slow terminal velocity and hence relatively slowly varying channel characteristics. However, most considerations discussed in this chapter apply to more general situations, and we will mention the impact of less ideal channel characteristics.

It is quite challenging to meet all these objectives simultaneously. To have any hope requires a carefully crafted architecture. One clear conclusion is that the wireless access link typically will be the limiting factor in achieving good subjective quality, as it is inherently unreliable and typically has limited bandwidth resources relative to backbone networks. Thus, any architectural constructs should first and foremost be aimed at achieving the best subjective quality as limited by the wire-
less access link, making compromises in other components (terminals, servers, and backbone network) as necessary. The wireless access link should not be considered just an “add on” to an existing backbone infrastructure, as is unfortunately the most common design philosophy today.

Another important consideration is complexity management [4]. The internet protocols have managed to contain complexity by partitioning most functionality within the terminals and keeping the internet layer relatively simple and state-free. As a result, a rich suite of applications has been deployed swiftly. In contrast, the public telephone network, with a relatively limited set of services based on 64 kb/s circuits and a centralized control model, is straining at the limits of complexity within the switching-node software. Because the central-control telephone model is not extensible to achieving the flexibility required in future multimedia networks, distributed “intelligent networking” approaches to control are being deployed [5] and even more sophisticated approaches are being considered [6, 7]. The internet model also becomes considerably more complicated when extended to continuous media (CM) services, due to the need for resource reservations and multicast connections [2]. Careful attention should be paid to complexity management from the outset.

In this chapter, we propose some architectural principles and discuss their implications to the constituent signal processing technologies listed above. These principles suggest many new requirements for the signal processing and present opportunities to signal processing researchers and developers for years to come. A more general perspective on the convergence of communications and computing as embodied in multimedia networking is available [8, 9], as is a treatise on some of the societal impacts [10].

6.1 Basic Considerations

In this section, we describe some of the constituent technologies and their relationship to multimedia networking.

6.1.1 High-Level Network Architecture

One group has made a proposal for an architecture for the future Global Information Infrastructure (GII), and for consistency, we draw upon their architecture [3]. As in [9], we use the terminology shown in Figure 6.1, which differs slightly from that in [3]. Applications draw upon the services layer (termed transport services in [3]), which calls upon the bitway layer (called bearer services in [3]). The bitway layer establishes

1Actually, [3] adds a fourth layer, middleware services, which we delete here because it is generally unrelated to signal processing functions of concern in this chapter.
connections between endpoints, carries data between the endpoints, and monitors its own performance. The services layer provides a set of common generic capabilities that are available to all applications; examples include reliable streams (supporting applications like file transfer), reliable transactions, electronic payments, directory services, and audio or video transport (for multimedia applications). One of the functionalities in the services layers is the conditioning of data for the bitway (for example, the compression of audio or video) and compensating for impairments in the bitway (for example, resequencing of packets, as in the Transport Control Protocol (TCP), or retransmission of lost packets, as in TCP, or resynchronization of audio and video streams, as in the MPEG-2 transport stream [11, 12]).

A concrete example of the functional groupings of these layers is shown in Figure 6.2 for a video application. The application presents a stream of raw
(uncompressed) video frames to the services layer, where the quality attributes describing the video service to the application include resolution, frame rate, pixel depth, compression fidelity, etc. The services layer does video compression, as well as perhaps encryption, and presents to the bitway a compressed video stream (to save bandwidth on the transport). The service is described to the bitway by its rate attributes (average and peak rate), and the bitway to the service by its quality-of-service (QoS) attributes including loss, corruption, and delay characteristics.

### 6.1.2 Signal Processing Functions and Constraints

In this section, we discuss briefly and qualitatively some of the interactions between signal processing functions and the CM systems and network architecture within which they are embedded.

*Compression* removes signal redundancy as well as signal components that are subjectively unimportant, so as to increase the traffic-carrying capacity of transmission links within the bitway layer. Compression typically offers a trade-off between a signal’s decoded fidelity and its transmitted bandwidth and often has the side effect of increasing the reliability requirements (loss and corruption) for an acceptable subjective quality. Compression can be divided into two classes: *signal semantics based* (such as conventional video and audio compression), and *lossless*, which processes a bit stream without cognizance of the underlying signal semantics. The compression typically has to make some assumptions about the bitway characteristics, such as the relative importance of rate and reliability (see Section 6.1.5).

*Encryption* reversibly transforms one bit stream into another such that a reasonable facsimile of the original bit stream is unavailable to a receiving terminal without knowledge of appropriate keys [13]. Encryption is one component of a conditional access system, with which a service provider can choose whether and when any individual receiver can access the provided service, and is also useful in ensuring privacy. It precludes any processing of a bit stream because it hides the underlying syntactical and semantic components, except in a secure server that has keys available to it. It also increases susceptibility to bit errors and synchronization failures, as discussed in Section 6.3.1.

*Forward error-correction coding* (FEC) adds a controlled redundancy so that transmission impairments such as packet loss or bit errors can be reversed. We distinguish *binary* FEC techniques from *signal-space* techniques. Binary FEC is applied to a bit stream and produces a bit stream; examples include Reed-Solomon coding and convolutional coding. Binary FEC has the virtue of flexibility, as it can be applied on a network end-to-end basis in a manner transparent to the individual links. FEC can be combined with other techniques, such as interleaving (to change the temporal pattern of errors) and retransmission (to repeat lost or corrupted
information), if the temporal characteristics or error mechanisms are known. Signal-space coding, on the other hand, is tightly coupled with the modulation method (used to encode bits onto waveforms) and the physical characteristics of the medium and is often accompanied by soft decoding. Examples include lattice and trellis coding. It is usually custom tailored to the physical characteristics of each link and, as a result, can offer significantly higher performance. Wireless link modulation methods often incorporate power control and temporal and spatial diversity reception as well, as discussed in earlier chapters.

Figure 6.3 illustrates some fundamental syntactical constraints that we should keep in mind while designing a network architecture for CM services:

- Compression must precede encryption, and decryption must precede decompression. Encryption would hide basic statistical characteristics of an uncompressed audio or video signal, such as spatial and temporal correlations, that are heavily exploited by compression algorithms.
- Compression must precede FEC, and decompression must follow FEC since there is no point to "correcting" the benign and desired changes in a bit stream due to compression and decompression.

The relationship between encryption and error-correction coding is more complicated. Since encryption, like binary coding, transforms one bit stream into another, it can precede or follow binary error-correction coding. However, since a

*Figure 6.3*  Illustration of some fundamental syntactical constraints on signal processing functions.
signal-space code generates an output in the real-number field, it cannot precede encryption and signal-space decoding cannot follow decryption. The purpose of binary coding before encryption is to attempt to correct postdecryption errors. The purpose of binary or signal-space coding after encryption is to prevent errors in the transport of the encrypted bit stream, which will indirectly prevent postdecryption errors.

### 6.1.3 Bitway Architecture

A bitway is the layer of a CM system responsible for transmitting data bits from one place (and time, for storage applications) to another. As part of this task, the bitway commonly carries out:

- Routing, establishment of a path from one communication endpoint to another;
- QoS establishment, the negotiation of service bit-rate characteristics and bitway impairment characteristics;
- Resource reservation, the assignment of resources to a particular connection to ensure compliance with the “QoS contract”; and
- Monitoring of network component status, source rate behavior, and QoS of active connections.

CM services commonly rely on a combination of several underlying transmission sublinks. This is especially true for wireless-based services, e.g., paging and cellular telephony. Heterogeneous sublinks certainly complicate the implementation of the bitway functions listed above. However, they also complicate the design and configuration of the signal processing functions described in Section 6.1.2.

The best trade-off between signal fidelity and bandwidth appropriate for a high-speed wired sublink may be very unreasonable for a wireless link. Frequently, this motivates system designs that include transcoders within the network, as with the IS-54 digital cellular system described in Section 6.1.5. Of course, if decompression and recompression are performed at transcoders within the network, there is a requirement for a secure server to perform decryption and encryption.

However, it is with FEC that the existence of multiple heterogeneous subnetworks complicates CM system design the most. It would be simplest to provision a single end-to-end FEC system across a heterogeneous network; however, the efficiencies of closely coupled error-correction coding, suitably designed modulation,
and specific subnet characteristics may be too significant to pass up in some cases. Section 6.1.5 and Section 6.4.1 discuss this further.

6.1.4 Corruption, Loss, and Delay Effects

Packet-based communications networks inevitably introduce three types of impairments. There is packet loss (failure to arrive), packet corruption (bit errors occurring within the payload), and packet delay. Packet loss can occur due to several mechanisms, such as bit errors in the header, or buffer overflow during periods of network congestion.

Data networks do not make a distinction between loss and corruption since a packet that is corrupted is useless and hence is discarded. CM services can tolerate some level of loss and corruption without undue subjective impairment, especially if appropriate masking is built into the signal decoders. This is fortunate, since absolute reliability such as afforded by data networks, requires retransmission mechanisms, which can introduce indeterminate delay, often excessive to interactive applications like telephony and video conferencing. Another distinct characteristic of CM services is that loss and corruption are different effects. Lost data must be masked, for example, in video by repeating information from a previous frame or in audio substituting a zero-level signal. Under some circumstances, it is possible to make good use of corrupted information, for example, by displaying it as if it were correct. The resulting subjective impairment may be less severe than if the corrupted data were discarded and masked.

Some CM compression standards, generally those presuming a reliable transport mechanism (such as MPEG video [14, 15, 16, 17]) discard corrupted data and attempt to mask the discarded information. Other standards—those designed for a very unreliable transport (such as the voice compression in digital cellular telephony [18] and video compression designed for multiple access wireless applications [19])—use corrupted data as if it were error free and minimize the subjective impact of the errors. An important research agenda for the future is audio and video coding algorithms that are robust to loss and corruption introduced by wireless networks, recognizing that these effects are more severe than in backbone networks.

CM services are real-time, meaning that they require transport-delay bounds. However, there is a wide variation in delay tolerance, depending on the application. For example, a video-on-demand application will be relatively tolerant of delay, whereas it is critical that transport delay be very small (on the order of 50 ms or so) for a multimedia editing or video conferencing application. Much recent attention is focused on achieving bounded delay through appropriate resource
reservation protocols [2, 20, 21]. Given this wide range of delay tolerance, it is clear that the highest traffic capacity can be obtained only by segmenting services by delay, coupled with delay-cognizant scheduling algorithms within the bitway statistical multiplexers.

Audio and video services are usually considered to be synchronous, implying that network transport jitter is removed by buffering before reconstruction of the audio or video. For the special case of voice, it is possible to change the temporal relationship of talkspurts somewhat without any noticeable effect, but video display is organized into periodic frames (at 24, 25, or 30 frames/s), and all information destined for a frame must arrive before it can be displayed. (We make an alternative proposal in Section 6.4.3.)

Packets arriving after some prescribed delay bound are usually considered to be lost, as if they did not arrive at all. This illustrates another important characteristic of CM services: the existence of stale information that will be discarded by the receiver if it does not arrive in timely fashion. As another example, the bitway may be working feverishly to deliver a pause-frame video when the motion suddenly resumes. Any state residing in the bitway relevant to the pause-frame will not be used at the receiver. The purging of stale information within the bitway layer will increase traffic capacity.

### 6.1.5 Joint Source/Channel Coding

Joint source/channel coding (JSCC) is a way to increase the traffic capacity of a network, subject to a subjective quality objective. While a classic “separation theorem” of Shannon states that it is possible to separate the source and channel coding without loss of performance, his result requires conditions (on channel memory and time variation) not usually satisfied on wireless channels [22, 23] and, further, takes no account of delay or complexity. In fact, substantial gains can be achieved in traffic capacity for a given subjective quality using JSCC on wireless channels, for three reasons:

- Since wireless channels typically do not satisfy the assumptions of the separation theorem, that theorem does not rule out greater performance through better source-channel coordination.
- For some interactive applications like video conferencing, we are particularly concerned about minimizing delay, which is outside the scope of the separation theorem.

---

We argue in Section 6.4.3 that this model for the reconstruction of video may not be the best in case of packet networks with substantial delay jitter.
For applications like audio, video, and graphics, the only meaningful criterion of quality is subjective. This implies that we must improve the system through experimentation; subjective quality falls outside the scope of the separation (or any other) theorem.

We can divide JSCC roughly into two classes: tightly coupled and loosely coupled. Tightly coupled JSCC, which predominates in the literature, designs the source coding, modulation, and channel coding jointly, assuming therefore that the channel coding and modulation are cognizant of the full details of the source coding, and vice versa [24, 25, 26, 27]. This approach is applicable when designing a stand-alone system, such as wireless transmission of high-definition television (HDTV) [27].

If JSCC is to be applied to an integrated services multimedia network, we have to deal with complications like the fact that a single source coder must be able to deal with a variety of transport links (broadband backbone and wireless in particular), the concatenation of heterogeneous transport links, and multicast connections with common source representations flowing over heterogeneous links in parallel. In this environment, it is appropriate to consider loosely coupled JSCC, which is the only variety we pursue in this chapter. Loosely coupled JSCC attempts to abstract those attributes of the source and the channel that are most relevant to the other and to make those attributes generic; that is, broadly applicable to all sources and channels and not tightly coupled to the specific type.

Loosely coupled JSCC is thus viewed differently from the perspective of the “source” and the “channel,” where channel is usually taken to mean a given physical-layer medium, but which we take here to mean the entire bitway network. From the perspective of the bitway, JSCC ideally adjusts the allocation of network resources (buffer space, bandwidth, power, etc.) to maximize the network traffic capacity subject to a subjective quality objective. From the perspective of the source, JSCC ideally processes the signal in such a way that bitway network impairments have minimal subjective effect, subject to maximizing the network’s traffic capacity. This suggests that the source coding must take account of how the bitway allocates resources, and the effect this allocation has on end-to-end impairments as well as on traffic capacity, and conversely the bitway needs to know the source coding strategy and the subjective impact of the bitway resource allocations. However, to embed such common knowledge would be a violation of the loosely coupled assumption, creating an unfortunate coupling of source and channel that precludes further evolution of each. Rather, we propose a model in which the source is abstracted in terms of its bitrate attributes only, and the bitway is abstracted in terms of its QoS attributes only. The benefits of JSCC can still be achieved with this limited knowledge, but only if the source and channel are
allowed to *negotiate* at session establishment. During negotiation, each source or channel is fully cognizant of its internal characteristics and can influence the other only through a give-and-take in establishing the rate and QoS attributes, taking into account some measure of cost. The substream architecture discussed in Section 6.2 will increase the effectiveness of loosely coupled JSCC.

A simple example of JSCC is compression [33]. The classical goal of compression is to minimize bit rate, which is intended to maximize the traffic capacity of the network without harming the subjective quality appreciably. However, minimizing the bit rate (say, in the average sense) is simplistic because traffic capacity typically depends on more than average bit rate. To cite several examples:

- The statistical multiplexing advantage in congestion-dominated subnets depends on the peakiness of the offered bit streams, at least for a constant loss and delay objective, and the manner in which the bit rate varies with time is an important factor in the traffic capacity.
- A side effect of compression, at least at a relatively constant subjective quality, is usually to generate a variable bit rate, and exploiting that variable bit rate through statistical multiplexing often results in packet losses under high traffic loads. This, in turn, causes subjective impairment.
- Compression normally results in an increase in the susceptibility to bit errors. On interference-dominated subnets, such as cellular radio wireless access links, it is expensive (in terms of traffic capacity) to provision consistently low error probability since doing so requires large transmitted power and hence increased interference to other users.\(^3\) Thus, the traffic capacity of such a subnet depends strongly on the reliability requirement, as well as the bit rate, and it is not automatically the case that minimizing the bit rate is equivalent to maximizing the traffic capacity [19, 29, 30, 31, 32].

Having stated our objective for JSCC in multimedia networks, let us now examine some current examples of tightly coupled JSCC and point out their shortcomings for an integrated-services network. Some systems effectively ignore the benefits of JSCC by focusing on a limited set of environments. Even standards such as MPEG targeted at widespread use commonly make specific limiting assumptions about the transport. The MPEG designers assume that uncorrected errors are infrequent enough that blocks of data with errors can be discarded and masked, with the resulting artifacts propagating until the next intraframe coded video frame. This results in error rate requirements on the order of $10^{-9}$ to $10^{-12}$

\(^3\)For example, for wireless CDMA, the traffic capacity is related to the product of average bit rate and a monotonic function of bit error rate [28].
(depending on the application) [34, 35]. While this rate is feasible in storage, fiber, and broadcast wireless applications (such as terrestrial HDTV [33]), this is likely not feasible in multiple-access wireless applications.\(^4\) (Voice standards intended for multiple-access channels and mobile receivers with fading generally assume a worst-case error rate in the range of $10^{-2}$ to $10^{-3}$, which is more representative on these types of channels during deep fades [18]). MPEG illustrates the difficulty in designing compression standards with sufficient flexibility and scalability to accommodate a variety of transport scenarios.

MPEG-1 is limited not just to low-error-rate bitways but to low-delay-jitter bitways as well. Fortunately, this limitation was addressed during the design of MPEG-2. The MPEG-2 Real-Time Interface (RTI) permits system designers to choose the maximum delay jitter expected in their systems; given this value, the RTI specifies how decoders can handle the specified jitter. The generic nature of the RTI came about specifically because the MPEG-2 designers wanted to handle delay jitter in a variety of bitways: satellite, terrestrial, fiberoptic, cable, etc. This is an example of transport characteristics influencing compression design. See Section 6.4.2 for further discussion of MPEG.

The critical role of traffic capacity in wireless access subnets typically results in systems with intricate but inflexible schemes for JSCC, as can be illustrated by a couple of concrete recent examples. These examples also illustrate some of the pitfalls of the coupling of the CM service and the network, and they point to some opportunities to reduce this coupling.

One example is the IS-54 digital cellular telephony standard. This standard uses radio time-division multiple-access (TDMA) transport, which due to vehicular velocity is subject to rapid fading. Due to fading and also in an effort to increase traffic capacity by an aggressive cellular frequency reuse pattern, worst-case error rates on the order of $10^{-3}$ are tolerated (the error rate could be reduced at the expense of traffic capacity, of course). The speech is aggressively compressed, and as a result, the error susceptibility is increased, particularly for a subset of the bits. Therefore, the speech coder bits are divided into two groups, one of which is protected by a convolutional code and the other left unprotected. Interleaving is used to spread out errors (which are otherwise grouped at the demodulator output). What do we consider undesirable about this system design? At least a few things:

- The close coupling between the speech compression algorithm (which determines which bits require more FEC protection) and the transport (FEC and modulation) makes it impossible to modify one without the other. This situation will not be acceptable in a heterogeneous bitway.

\(^4\)While FEC may be able to achieve such error rates, countering the worst-case error rate environment during deep fades will require very high levels of redundancy, which, because it is present even during favorable channel conditions, will severely restrict the traffic capacity [19].
• The bitway (including FEC) is designed with a particular CM service in mind, namely, speech. It would be better if the transport were more flexible so that other services could easily be introduced.

• The transcoder (which converts from 64 kb/s speech to a compressed speech) introduces a substantial delay of about 80 ms. Two subscribers conversing via two digital cellular telephones encounter two tandem transcoders (where neither is necessary) and a round-trip delay on the order of 320 ms.

• The pulse code modulation (PCM) landline network connecting the cellular base station to another subscriber is carrying a much higher bit rate than necessary. While this bit rate does not affect the traffic capacity of the circuit-switched telephone network, a more flexible network would have a reduced traffic capacity (expressed in terms of simultaneous telephone calls) due to this mismatch of resources.

These issues are addressed in a more general context in Section 6.3.

A final example illustrates an architecture that begins to redress some of these problems. The Advanced Television Research Consortium (ATRC) proposal for terrestrial broadcast TV [36] attempts to separate the design of the video compression from the transport subsystem by defining an intermediate packet interface with fixed-length packets (cells). Above this interface is an adaptation layer that converts the video compression output byte stream into cells, and below this interface the cells are transported by error-correction coding and radio frequency (RF) modulation. Much more enlightening is the way in which a modicum of JSCC is achieved. First, the compression algorithm splits its output into two substreams, where, roughly speaking, the more subjectively important information is separated from the less subjectively important (and a reasonable rendition of the video can be obtained from the first substream). This separation is maintained across the packet interface and is thus visible to the bitway. The bitway transmits these two substreams via separate modulators on separate RF carriers, where the first substream is transmitted at a higher power level. The motivation for doing so illustrates another important role of JSCC on wireless access links; namely, achieving graceful degradation in quality as the transmission environment deteriorates. In this case, in the fringe reception area the quality will deteriorate because the second substream is received unreliably, but a useful picture, based on the first substream, is still available. This system illustrates some elements of an architecture that will be proposed later. Chapter 7 focuses on these and other aspects of JSCC and also proposes some specific JSCC structures.

5Reference [36], and other work on packet video, use the term priority to distinguish between the substreams. We avoid that term here because it is usually applied to control the order of arrival or discard in congestion-dominated packet networks, and can be misleading when applied in more general contexts.
6.2 Modularity of Services and Bitway Layers

To allow different transmission media to work with the same source coding, and different source coders to work with different transmission media, it is especially important that we logically separate the design of source coders (in the services layer) from the transmission (in the bitway layer) as much as possible. (As discussed in Section 6.3, this separation is even more advantageous in heterogeneous transport environments.) This separation requires a careful partitioning of functionality between these layers and appropriate abstractions at their interface. This section concentrates on this partitioning and interface and describes a basic bitway model appropriate for multimedia services. See [31] for a description of the video compression problem in this heterogeneous environment.

6.2.1 Partitioning of Functionality

While [3] does not attempt a detailed partitioning of functions between services and bitway layers, we make a proposal here specifically with respect to signal processing functions, as shown in Figure 6.4. FEC has been placed in the bitway layer, and compression and encryption in the services layer, where we have termed the interface between these two layers the medley gateway [45]; the term gateway refers to the connection between layers, and medley refers to the heterogeneous sub-stream structure we envision at this gateway, as we discuss later.

Compression is inherently a “conditioning for transport” function and hence belongs in the services layer. We explicitly avoid compression, or transcoding (converting from one compression to another), within the bitway layer. The reasons for this are elaborated further in Section 6.3.

The reasons that we include encryption within the services layer are more subtle:

- Encryption must follow compression (and precede decompression) and hence cannot reside in the application layer.

<table>
<thead>
<tr>
<th>Services</th>
<th>Bitway</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Medley gateway</td>
</tr>
<tr>
<td></td>
<td>Compression</td>
</tr>
<tr>
<td></td>
<td>Encryption</td>
</tr>
<tr>
<td>Compression</td>
<td>Error-control coding</td>
</tr>
<tr>
<td>Encryption</td>
<td>Modulation</td>
</tr>
</tbody>
</table>

Figure 6.4 Partitioning of signal-processing functions between the service and bitway layers.
• There may be two or more bitway layers in a given connection in a heterogeneous environment (Section 6.3). Including encryption in the services layer opens the possibility of doing encryption on an end-to-end basis, with resulting simplified key management and higher level of security. Encryption in the bitway layer could result in two or more encryption/decryption operations, with complications to key management and reduced security due to “in the clear” signals available at intermediate points. Also, encryption would not be under the control of the user, but rather the service provider, dramatically reducing the security from the perspective of the user.

• The proposed architecture eliminates the increased burden of error multiplication due to encryption (see Section 6.3.1) on the FEC algorithms since FEC decoding occurs prior to decryption.

The reasons we have placed FEC in the bitway layer include the following:

• The most unreliable transmission media, wireless, are also the most critical with respect to spectral efficiency. On such media, signal-space coding techniques (for example, trellis coding and multidimensional signal constellations [46]) are tightly integrated into the modulation system and hence are inherently localized to each transmission link in the connection.

• There are many error correction techniques available, such as retransmission, FEC, interleaving, etc. It is most efficient for these techniques to be tightly coupled to the transmission environment. For example, the temporal characteristics of wireless access links depend heavily on the level of mobility, and the level of interleaving (to counter error-correlation effects) and the coding techniques are best coordinated with that mobility.

• Achieving high traffic capacity on time-varying media (such as wireless channels in the presence of terminal motion) requires techniques that take account of the state of the channel, so that parameters such as FEC redundancy, transmit power, etc., are varied with time. This important class of techniques is practical to implement only within the bitway because of the close coupling to the physical layer and the need for low-latency feedback between modulation and coding and the physical layer.

• As discussed in Section 6.3.3.2, performing FEC on an end-to-end basis implies codes that deal with a variety of different loss and corruption mechanisms, such as packet loss due to congestion (erasure codes), independent errors, and correlated errors due to interference in wireless access links (interleaving). In practice, this implies that different codes would have to be concatenated to deal with every possible contingency, and the resulting multiple layers of redundancy would be carried by every link with a resultant traffic penalty.
• End-to-end FEC would require sufficient redundancy for the worst-case link, resulting in a rate penalty on links with less severe impairments. In the absence of adaptive configuration, the redundancy has to be adjusted for the global worst case.

• End-to-end acknowledgment and repetition protocols will generally impose too large a delay for critical interactive CM services like video conferencing.

While we propose that the primary responsibility for error correction fall to the bitway, there is no reason to dogmatically preclude the involvement of the service, as discussed further in Section 6.2.5. For example, in "best effort" data services without delay guarantees, services retransmission protocols (as in TCP) may be acceptable. As another example, a subset of the data in a CM service may require extraordinary reliability but be relatively insensitive to delay, as, for example, coder configuration and state information. In the latter case, relying on a reliable transport protocol may be a better solution than imposing a high reliability requirement on the bitway layer. More generally, experience has shown that:

• Turning a poor reliability channel into one with moderate reliability is best done within the physical layer and utilizing signal space or binary coding techniques with soft decoding.

• Turning a modest reliability channel into one with almost complete reliability is best done with acknowledgment and retransmission protocols. These protocols are best done on an end-to-end basis, rather than embedded into each link, because of the delay that they introduce.

Thus, the best approach depends on circumstances, but very high reliability streams will involve a combination of FEC in the bitway layer and retransmission in the services layer. This is yet another reason to place encryption in the services layer—so as to perform decryption on the most reliable representation of the bit stream and thus minimize error multiplication effects.

6.2.2 Abstracted View of the Bitway

To maintain flexibility and contain complexity, it is important that abstractions of both services and bitway be defined at the medley gateway. These abstractions should retain information that is relevant and critical, while hiding unnecessary details. One of our major goals is to separate, insofar as is possible, the design of the service from the bitway. Not only is this an important complexity management technique, but it is critical to our ability to deal with complex bitway entities such as concatenated heterogeneous links and multicast connections.
Since the bitway core function is to transport packets, the abstract view should focus on the fundamental packet transport impairments of corruption, loss, and delay. A basic model incorporating these three elements is shown schematically in Figure 6.5. Often, the service will be interested in the temporal properties of these impairments; that is, a characterization of whether impairments like losses, corruption, or excessive delays are likely to be bunched together, or if they are statistically spread out in time. This issue is discussed further later.

The description of the properties of the connection that the bitway provides to the service is called a flowspec [2]. The most relevant of these properties are:

- Rate attributes, such as average rate, peak rate, and a characterization of the temporal characteristics of the rate.
- QoS attributes, including loss, corruption, and delay, and the temporal characteristics of these impairments. Other QoS attributes also may be specified explicitly, for example, whether a connection guarantees to deliver packets in sequence.

Note what information is not included in the bitway model. We deliberately exclude knowledge of the detailed transmission and switching structure within the bitway. For example, we hide from the service any knowledge of whether loss and delay is caused by congestion or by FEC and interleaving techniques, etc. Similarly, knowledge of whether corruption is caused by thermal noise, or interference, or is affected by time-varying mechanisms like Ricean or Rayleigh fading, is omitted. This strategy places on the bitway modeling the burden of specifying fundamental impairments with sufficient detail that the transmission characteristics are sufficiently characterized for purposes of the service.

### 6.2.3 Abstracted View of the Service

In considering the abstraction of the service as seen by the bitway, a primary objective is to allow JSCC, in spite of our careful separation of the design of the two layers. To this end, we include in the services layer abstraction the substream structure
shown in Figure 6.6. The stream of packets is logically divided into *substreams*, which are visible to the bitway. The integrity of substreams is maintained across multiple links (see Section 6.3). Each substream is associated with distinct QoS and rate attributes established by negotiation with the application. The QoS attributes are aggregated values from the individual links, so that each substream on each link has a potentially different QoS objective. Thus, within the bitway, each packet is identified as to its substream, which implicitly specifies the QoS objective for that packet. JSCC then takes a specific form: each source coder segments its packets according to QoS objectives and then associates that packet with the appropriate substream. The system is also cognizant of the traffic it has generated for each substream.

For example, the two-level priority schemes in video coding can be thought of as associating high-importance packets with one substream and low-importance packets with another substream. The higher-importance substream would have a QoS requirement associated with a lower loss probability than the lower-importance substream. The bitway can exploit the relaxed QoS requirement of the lower-importance substream to achieve a higher traffic capacity.

More generally, the service, knowing the QoS to be expected on the substreams, can associate packets with substreams in a way that results in acceptable subjective quality. The bitway, knowing the QoS expectations and rates, can allocate its internal resources, such as buffer capacity, power, etc., in a way that maximizes the traffic capacity. In the absence of the substream structure, the bitway would have to provide the tightest or most expensive QoS requirements to the entire stream in order to achieve the same overall subjective quality.

Fortunately, the substream model is consistent with the most important existing protocols. Substreams have been proposed in ST-II, the second-generation Internet Stream Protocol [47]. Version 6 of the Internet Protocol (IP) includes the concept of a *flow*, which is similar to our substream, by including a *flow label* in the packet header [48]. Asynchronous transfer mode (ATM) networks incorporate virtual circuits (VC), and associate QoS classifications with those VCs, where nothing precludes a single application from using multiple VCs. The notion of separating
packets into (usually two) priority classes is often proposed for video [49, 50, 51], usually with the view toward congestion networks. In particular, a two-level priority for video paired with different classes of service in the transmission has been proposed for broadcast HDTV [36]. We believe that substreams should be the universal paradigm for interconnection of services and bitways for a number of reasons elucidated below, and especially the support of wireless access and encryption. By attaching the name “medley gateway” to such an interface, we are not implying that a totally new gateway function is required. Rather, we propose this name as a common terminology applying to these disparate examples of a similar concept.

The distinction between a stream composed of a set of substreams and a set of streams with different QoS requirements is that a stream composed of substreams can have the rate and QoS descriptions of the substreams “linked together.” For example, a service could specify that the temporal rate characteristics of all of its substreams are highly correlated (or that two substreams’ rates are very negatively correlated). Also, a service could request “loss priorities” from a bitway by explicitly specifying that packets on one substream should not be discarded while packets on another substream are delivered successfully. Another example is a service that requests one substream be given a higher “delay priority” than another substream to ensure that packets on the first substream experience less delay than packets on the second.

Combining the bitway and service abstractions, the overall situation is illustrated in Figure 6.7. Each of a set of substreams receives different QoS attributes

![Figure 6.7](image)

Figure 6.7 The abstracted bitway for a set of substreams.

---

6 A little thought confirms that correlations can be expected among substreams emanating from a single source. For example, in video, high- and low-motion information will typically have negatively correlated rates attributes.
and hence a quantitatively different bitway model. As discussed in Section 6.4.4, this bitway abstraction opens up some interesting new possibilities in the design of services.

### 6.2.4 Loosely Coupled Joint Source/Channel Coding

The abstractions introduced in the bitway model make opportunities in loosely coupled JS defense more transparent. The JS defense functionality is now divided between the services layer and the bitway layer. The bitway, in an effort to maximize its traffic-carrying capacity, does the following:

- Affords each packet a loss or corruption probability lower than required by the QoS specified for the substream with which it is associated.
- Takes maximum advantage of the delay flexibility afforded by the QoS on a per packet basis. This is a new opportunity in JS defense not anticipated in previous approaches and is discussed further in Section 6.4.3.

Simultaneously, the service attempts to maximize the subjective quality afforded to the application or user within the constraints of the agreed flowspec. For example, packets less sensitive to delay are associated with a substream with a relaxed delay specification.

In the absence of the substream structure, the bitway would have to provide the tightest or most expensive QoS requirements to the entire stream in order to achieve the same overall subjective quality (and the QoS needs of different packets may vary over several orders of magnitude, e.g., for MPEG video headers vs. chrominance coefficients). Thus, the bitway has the option of exploiting the substream structure to achieve more efficient resource use through JS defense. Critically, substreams are generic and not associated with any particular service (for example, audio or video or a specific audio or video coding standard).

The medley gateway model does impose one limitation on JS defense. It does not include a feedback mechanism by which information on the current conditions in the bitway layer can be fed back to affect the services layer. Nor does it allow the flowspec to be time-dependent. One can envision scenarios under which this "closed loop" feedback would be useful. One example is flow control, in which compression algorithms are adjusted to the current information-carrying capacity of a time-varying channel. Another is an adjustment of compression algorithms to the varying bit-error rate due to time-varying noise or interference effects. We do not include these capabilities because we question their practicality in the general situation outlined in Section 6.3, where the services layer implementation may be
geographically separated from the bitway entity in question, implying an unacceptably high delay in the feedback path. This does raise questions of how to deal with time-varying wireless channels. In this case, we do not preclude feedback within a bitway link, adapting various functions like FEC and power control in an attempt to maintain a fixed QoS.

### 6.2.5 Substream-Based Transport Protocols

Within the services layer, there is typically a transport protocol, the purpose of which is to serve as a "translation" between the characteristics of the bitway layer and the differentiated needs of the applications. An example in the Internet would be TCP, which adds, among other things, retransmission and acknowledgment to ensure reliable and in-sequence delivery of packets for data applications. TCP adds significant delay and hence may not be appropriate for critical interactive CM services, especially those that do not require reliable delivery, as discussed in Section 6.1.4. The question then arises, what is the appropriate transport protocol? Since the transport protocol by definition impacts the QoS as seen by the application, of course constrained by the QoS provisioned by the bitway, any consideration of QoS and JSCC must incorporate the transport protocols.

The multiple substream model of the medley gateway has several characteristics that may particularly require a transport protocol:

- Each substream is simply a packet delivery mechanism. There are configured QoS attributes relative to packet loss, corruption, and delay, but no guarantee that a particular packet is actually delivered, nor any guarantee that packets are delivered in the same order in which they were transmitted.
- The substreams are asynchronous at the receiver, implying that there is no predictable temporal relationship between their delivery. This asynchrony is quite deliberate, since the substreams may have different delay QoS attributes.

Should the application desire more control, for example, guaranteed packet delivery, guaranteed order of delivery, or synchronization of the substreams at the receiver, an appropriate transport protocol can be invoked. A general architecture for such a protocol in the context of a medley bitway is shown in Figure 6.8. The medley transport protocol presents a service with $N$ substreams to the application and makes use of $M$ medley bitway substreams. While it would be likely that $M = N$, that is not necessarily the case, as will be illustrated by a concrete example in Section 6.4.4. The general purpose of the transport protocol is to modify the semantics of the bitway so as to ensure ordered delivery or synchronization among
substreams. The transport protocol may require a feedback stream not shown, for example, carrying acknowledgments or requests for retransmission. Generally, QoS attributes such as reliability and delay will be substantially affected by the transport protocol. For example, ordered delivery will add delay since it will be necessary to buffer packets arriving before one or more of their predecessors, and synchronization of substreams will make all substreams suffer the worst-case bitway delay.

Thus far, to our knowledge there have been no proposals for substream-based transport protocols, although of course an existing transport protocol such as User Datagram Protocol (UDP) could be used independently on each substream. Medley transport protocols should be a profitable area for research.

6.2.6 Scalability and Configurability Issues

Requiring services and bitway to be mixed and matched arbitrarily puts a much greater burden on each. A service entity that is designed to utilize any bitway entity must exhibit scalability to deal, for example, with both a broadband backbone bitway and a wireless access bitway. Similarly, the bitway must be prepared to allocate its resources differently for different rate attributes and QoS requirements, for example, to provision both an audio and a video service.

In the loosely coupled JSCC model, we envision a connection establishment flowspec negotiation between service source and sink and bitway. These three entities can iterate through multiple sets of flowspec attributes to find a set that balances service performance and connection cost goals well. For example:

- The service entity, based on subjective quality criteria requested by the application, requests a flowspec of the bitway. However, since the bitway can conceivably be anything between a broadband backbone and a wireless access link, this request may be wildly unrealistic or too expensive.
- The bitway entity determines the feasibility of the flowspec, and if feasible, passes back to the service a cost\(^7\) associated with that flowspec.
- The service and the bitway exchange sets of flowspecs, choosing flowspecs that improve service performance or reduce cost. This process results in a final agreed-to flowspec.
- Both the service and the bitway configure themselves. This action implies appropriate resource allocation by the bitway to guarantee that the agreed flowspec will be achieved. This also implies that the service chooses signal processing operations and a substream decomposition to conform to the rate attributes in the flowspec to maximize subjective quality subject to the agreed-to flowspec.

During the negotiation, the bitway entity must aggregate QoS impairments and costs for all sublinks in a connection. Suitable modeling of these impairments, their costs, and their aggregation will be a big challenge.

Unfortunately, an establishment negotiation in this form is not advisable for multicast connections because it is not scalable and is likely to be overly complex. The service source would have to negotiate with an unknown number of service sinks and associated bitway entities—potentially, thousands. Further, sinks will typically be joining and leaving the multicast connection during the session, and it is not reasonable to expect that the source will reconfigure (e.g., new compression algorithm or substream decomposition) on each of these events, especially if doing so requires all other sinks to reconfigure as well. Mobility of receiving terminals raises similar issues.

To avoid this problem, we can envision a different form of configuration for multicast groups, with some likely compromise in performance, inspired by the multicast backbone (MBone) [52] and the resource reservation protocol (RSVP) [2]. The service source generates a substream decomposition that is designed to support a variety of bitway scenarios, unfortunately without knowing in advance their details. It also indicates to the bitway (and potential service sinks) information as to the trade-offs between QoS and subjective quality for each substream. Each new sink joining the multicast group subscribes to this static set of substreams, based on resources and subjective quality objectives, and this subscription would be propagated to the nearest feasible splitting point. The QoS up to this splitting point would be predetermined, but possibly configurable downstream to the new sink. The resulting compromise—the bitway QoS to each new sink would

\[^7\]In a commercial context, cost is likely to be expressed in monetary terms, or in other contexts, it may be expressed in other terms. In any case, an important component of the cost will be the traffic capacity implications of the requested flowspec.
be constrained by the QoS to the splitting point established by other sinks—could be mitigated by allowing a sink to request the addition of bitway resources upstream from the splitting point.

For wireless links, the ability to configure QoS depends on assumptions about the propagation environment and terminal speed. For well-controlled, indoor, wireless local-area networks, it may be relatively easy to configure reproducible QoS attributes because low terminal speeds will result in a slowly varying propagation condition due to fading. In that case, the media-access layer may be able to adaptively maintain a reasonably constant QoS over time. In contrast, in wide-area wireless networks with high terminal velocities and high carrier frequencies, fading and shadowing effects may make it extremely difficult to adaptively maintain QoS. In this case, it may be more appropriate to view the configured QoS as an objective rather than as a guarantee and to assume that there is an outage probability (possibly configurable but at least provided to the application); that is, probability that the QoS objective is violated. Many intermediate situations are surely possible.

### 6.3 Edge vs. Link Architecture for Service Layer

In Section 6.2, we addressed the problem of separating the designs of the service from the bitway while leaving open most possibilities for JSCC. Our motivation was to allow the flexibility to substitute freely the service or bitway realizations. In this section, we consider a related set of issues in the provision of CM services through two or more heterogeneous subnets. Many of the issues addressed in Section 6.2 become more important.

Consider two basic architectures, illustrated in Figure 6.9, for concatenated links, where each link corresponds to one homogeneous bitway subnet. For example, in wireless access to a broadband network, the wireless subnet would constitute one bitway link, and the broadband subnet would constitute the second link. The distinction between the link architecture and the edge architecture is whether or not a services layer is included within each subnet. The back-to-back services layers in the link architecture include, for CM services like audio and video, a decompression signal processing function followed by a compression function. These functions together constitute a transcoder.

A transcoder is functionally equivalent to introducing an analog link in the network by converting from one compressed digital representation to analog (by decompressing and D/A converting) and then converting from analog to a different compression standard (by A/D converting with a synchronous sampling clock and compressing). This virtual analog link circumvents many interoperability

---

8The term edge denotes the entry point to the first bitway link in the network.
issues, such as ensuring an allocation of the same bit rate on all network links. In some situations, such as introducing new technology into a legacy system, transcoding may be unavoidable. For example, in the telephone network, in a call from a wired to a digital cellular telephone, one voice coding technique (8 kHz sampled PCM) is used on the wired network and another vector-sum-excited linear prediction (VSELP) coding, in the case of the North American IS-54 standard) is used on the digital cellular subnet [18]. This approach is for valid and important technical reasons; namely, the desire for spectral efficiency on the digital cellular subnet, resulting in more aggressive compression (traded off against implementation cost and reduced subjective quality) and the need for JSSC between speech coder and wireless link.

In the Internet, services layers like TCP or UDP are realized at the edges. That is, the Internet uses today the edge architecture. In extensions to the Internet architecture for realizing CM services, under some limited circumstances transcoders are proposed to be included within the network\(^5\); thus, the Internet is currently proposed to move (at least to a minor extent) in the direction of the link architecture.

In designing a new infrastructure, it should be possible to avoid transcoders, and we believe very desirable as well. We argue that the edge architecture is superior and should be adopted for the future. The resulting architecture is structured as in Figure 6.10. Compression, encryption, and QoS negotiation occur in the services layer, at the network edge. FEC, modulation, and resource reservation occur in the

\(^5\)Specifically, in multicast CM services, bridges incorporating transcoder functionality are allowed at the nodes of the multicast spanning tree as a method of accommodating heterogeneous downstream terminals [53]. We later propose an alternative method to solve this problem.
Figure 6.10 A proposed architecture including compression, encryption, and error-correction encoding. Encryption is performed independently on each sub-stream so that the QoS after decryption can be controlled within the bitway.

bitway layer, at each network link. In favor of this architecture, we mention five factors:

- **Privacy and security.** The link architecture is incapable of providing privacy by end-to-end encryption under user control since an encrypted signal cannot be transcoded. The best that can done is encryption on a link basis by the service provider(s), with no ability for the user to verify that encryption has been performed. In our opinion, this problem alone should preclude serious consideration of the link architecture.\(^1\)

- **Openness to change.** The edge architecture is open to substitution of different services layers at the network edge (user terminal or access point). This flexibility leads to an economically viable method to upgrade services over time, as well as to introduce new ones, as discussed in Section 6.3.2.

- **Performance.** The link architecture suffers from the accumulation of delay and subjective impairment through tandem compressions and decompressions of the CM signal. This problem has already become serious in digital cellular telephony, where each transcoder introduces on the order of 80 ms of delay. This delay is inherent to the compression in transcoding since compression

\(^1\)This issue is discussed in [54], where it is pointed out that end-to-end encryption alone allows routing information to be intercepted internal to the network. It is argued that a combination of both end-to-end and link-by-link encryption is the most secure option.
is at its heart a time-averaging process. In more complicated heterogeneous scenarios, delay could become unacceptable for delay-sensitive interactive applications.

- **Complexity.** The edge architecture has a number of challenges, as discussed later, but overall we believe it substantially reduces the complexity of establishment and configuration.

- **Mobility.** The link architecture embeds considerably more state within the network associated with the realization of a CM service, creating additional requirements for migration of state when terminals are mobile (requiring the movement or the disestablishment/establishment of multipoint connection spanning trees).

The impairment accumulation and mobility considerations are relatively straightforward; the following subsections discuss the other factors.

### 6.3.1 Privacy and Security

Encryption is an important requirement for privacy and for preventing unauthorized interception in intellectual property protection schemes. Of course, encryption is accompanied by a host of other issues, such as key management and distribution, that are beyond the scope of this chapter. Not all services will require encryption, but the network architecture has to accommodate it for those cases where it is required. One issue with encryption is whether it is applied end-to-end or only on selected links of the network (especially the wireless link). End-to-end encryption affords much greater protection to the user than does link-by-link encryption because keys are known only to the user. Since encryption deliberately hides the syntactical and semantic components of the signal, no compression can be incorporated into the network where streams may be encrypted, including the conversion from one compression standard to another.

Encryption techniques can be divided into two classes [13]. In the binary **additive stream cipher**, which is used, for example, to encrypt the speech signal in the Groupe Speciale Mobile (GSM) digital cellular system [41], the data is exclusive-or’ed with the same random-looking **running key generator (RKG)** bit sequence at the transmitter and receiver. The RKG depends on a secret key known to both encryption and decryption [42]. The stream cipher has the advantage of no error multiplication and propagation effects; however, the loss of synchronization of the RKG will be catastrophic. A **block cipher** algorithm applies a functional transformation to a block of data plus a secret key to yield the encrypted block, and an inverse function at the receiver can recover the data if the key is available. For example, the Data Encryption Standard (DES) applies its transformation to blocks of 64 bits by
means of a 56-bit key [43]. In fact, error propagation within the block is considered a desirable property of the cryptosystem; that is, block ciphers should on average modify an unpredictable half of the plaintext bits whenever a single ciphertext bit is changed (this behavior is called the "strict avalanche property" [44]). There are variations on block ciphers with feedback and feedback of delayed ciphertext blocks that cause error propagation beyond a single block.

Another important issue is the impact of encryption on QoS. In a general, integrated-services multimedia network, encryption techniques with error propagation should not be used for CM services since this use will preclude strategies designed to tolerate errors rather than mask them.

Neither a stream nor block cipher is ideal: the stream cipher introduces serious synchronization issues in a packet network, while the block cipher has severe error propagation. This is a serious issue for wireless multimedia networks that should be addressed by additional research.

### 6.3.2 Openness to Change

The history of signal processing operations like compression is one of relentless improvement in performance parameters like compression ratio, subjective quality, and delay. Algorithm improvements are usually accompanied by increasing processing requirements, but fortuitously the cost/performance of electronics also advances relentlessly. It would, given this history, be unfortunate to "freeze" existing performance attributes through an architecture that discourages or precludes change.

In this regard, the argument in favor of the edge architecture is economic: it allows the latest technologies to be introduced into the network in an economically viable way. New signal processing technologies are initially more expensive than older technologies since innovation and engineering costs must be recovered and because such technologies usually require more processing power. In the edge architecture, the services signal processing is realized within the user terminal or at a user access point; that is, it is provisioned specifically for the user. Only users who are willing to pay the cost penalty of the latest technology need upgrade, and only services desired for that user need be provisioned.

In contrast, in the link architecture, service signal processing elements are embedded widely throughout the network. At each point, it is necessary to deploy all services, including the latest and highest performance. The practical result is that for any users to benefit from a new technology, a global upgrade throughout the network is required. If only a relatively few users are initially willing to pay the incremental cost of new technology, there is no business case for this upgrade. There is also the question of who provisions and pays for the substantial infrastructure that would be required to support transcoding in or near base stations.
Further, the link architecture also requires that, for \( N \) different performance flavors of a given service, internal nodes in the network be prepared to implement \( N(N-1) \) distinct transcoders, and that nodes be prepared to implement all distinct services. These nodes must also implement all feasible encryption algorithms and must be cognizant of encryption keys. In contrast, in the edge architecture, the edge nodes need implement only those services desired by the local application/user and only the flavor with the highest desired performance (as well as fallback to lower-performance flavors).

Past examples of these phenomena are easy to identify. The voiceband data modem, realized on an end-to-end basis, has advanced through two orders of magnitude in performance while simultaneously coming down in price. Users desiring state-of-the-art performance must pay a cost increment, but other users need not upgrade. If a higher-performance modem encounters a less capable modem, it falls back to that mode. Realizing the older modem standards introduces only a tiny cost increment since the design costs have been amortized and the lower performance standard requires less processing power. This example provides a useful model of how a service can be incrementally upgraded over time in the edge architecture. It illustrates that each terminal does not have to implement a full suite of standards, but rather needs to include only those services and the highest performance desired by the local application or user, as well as fallback modes to all lower speed standards.\(^{11}\) The fallback modes, which are the only concession to interoperability with other terminals, do not add appreciable cost—the lower performance standards require less processing power, and the design costs of the older standards have been previously amortized.\(^{12}\) The total end-to-end performance will be dictated by the lowest performance at the edges.

Contrast this behavior with the circuit-switched telephone network, where the same voice coding has been entrenched since the dawn of digital transmission. This voice coding standard is heavily embedded in the network, which was originally envisioned as a voice network. Today, it would be feasible to provide a much-improved voice quality (especially in terms of bandwidth) at the same bit rate, but there is no economically viable way to introduce this technology into the network.

The ability for users or third-party vendors to add new or improved services, even without the involvement of the network provider, is perceived as one of the key features of the Internet, leading to the rapid deployment of new capabilities such as the World Wide Web (WWW). In the link architecture, the necessary involvement of network service providers in services is undoubtedly a major barrier to innovation within the services domain of functionality, such as signal compression.

\(^{11}\)This style of progressive improvement in a standard is already evident in MPEG, where MPEG-2 decoders are required to also be MPEG-1 compliant. Numerous examples of this methodology exist in other domains, such as microprocessor architectures.

\(^{12}\)This argument is valid for software-defined standards, and is valid today in audio applications and will be increasingly valid in video as well.
6.3.3 Performance and Efficiency

In this section we examine the relative performance and efficiency of the architectures discussed above.

6.3.3.1 Modulation

Packet loss, corruption, and delay are especially problematic in wireless communication, which is limited by low bandwidth, time-varying multipath fading and interference. Moving to higher radio frequencies may alleviate spectrum congestion, but this solution is attended by a host of other difficulties, including susceptibility to atmospheric attenuation from fog and rain. Thus, the application of physical layer signal processing to combat impairments is more important in a wireless context than in a wireline backbone network.

We can distinguish between two categories of physical layer signal processing. As discussed in earlier chapters, transmit waveform shaping, spatial and temporal diversity-combining, and equalization are commonly employed wireless physical layer techniques that strive to unilaterally improve the reliability of all information bits. These methods trade off reliability for signal processing overhead (hardware cost), delay, and reduced traffic capacity. In contrast, power control and signal-space codes (such as trellis-coded modulation and shell mapping) form a class of methods with an additional dimension: given a fixed amount of resources—transmit power in the case of the former, hardware complexity and radio spectrum in the case of the latter—these strategies can selectively allocate impairments to different information bits, thereby controlling QoS. The ability to match transmit power to loss and corruption requirements is essential for maximizing capacity in wireless cellular networks, where excessive power creates unnecessary interference to other users.

The substream abstraction (Section 6.2.3) enables this matching. As shown in Figure 6.11, each bitway link is obligated to maintain the structure of the medley gateway at its output. That is, the medley gateway is the interface between service

![Figure 6.11](image)

*Figure 6.11* Each bitway link maintains the structural integrity of the medley gateway, making the structure available to downstream bitway links.
and bitway layers and also the interface between distinct bitway entities. This is why we call it a gateway—since it serves as a common protocol interface between heterogeneous bitway subnets. The substream structure is visible to each bitway link, which is able to allocate resources and to tailor its modulation efficiently in accordance with JSCC.

6.3.3.2 Forward Error-Correcting Coding

With end-to-end FEC, the transport may provision reliability by applying binary FEC on an end-to-end basis. The FEC-encoded information bitstream may then transparently pass through multiple transport links to be FEC decoded (again at the network edge) by the sink. Priority encoding transmission (PET) [37] is an example of the end-to-end FEC approach. The goal of PET is to provide reliable transmission of compressed video over wired packet networks. The primary error mechanism in these networks is congestion, leading to excessively delayed packets or buffer overflow. PET combats congestion losses by using a form of binary FEC known as erasure coding: $B$ packets are encoded into $N$ packets, such that all $B$ packets can be recovered from any $B$ out of $N$ packets successfully received. This approach is appealing for its simplicity and, in fact, can be efficient for a homogeneous wired transport whose links have very similar characteristics.

An alternative architecture is to provision reliability by applying physical layer signal processing on a link-by-link basis: each link is made cognizant of the loss and corruption requirements of an application, then applies its own specific physical layer processing to meet these requirements. This is the architecture we prefer, for reasons we now elaborate.

The link-by-link approach to providing reliability necessitates a mechanism for QoS negotiation on each link so that it can configure itself in accordance with the requirements of a particular source stream. With binary FEC, we can do away with QoS negotiation altogether, which is certainly an advantage. However, consider the reliability requirements of the wireless link. Since the wireless link has no knowledge of the source requirements, it must be designed for a homogeneous QoS across all streams. There are two options. First, the designer can adjust the reliability for the most stringent—or most demanding—source. This conservative design approach will, for less stringent source requirements, overprovision resources such as bandwidth and power and overly restrict interference, thus reducing traffic capacity. While we don’t expect this to be a major issue on backbone networks, it may severely decrease the capacity of the bottleneck wireless access network if there is a wide variation in source QoS needs.

The second option is to design the wireless access link to be suitable for the least stringent source requirement and compensate by FEC on an end-to-end basis, as in PET. This option introduces several sources of inefficiency for heterogeneous
networks with wireless access. As noted earlier, binary erasure codes are very efficient in combatting congestion-based losses in a wired packet network. Their performance is significantly poorer in a wireless environment, where packets are likely to be corrupted due to the inherently high bit-error rate (BER). For the $10^{-2}$ uncoded BER typical of high mobility wireless and a packet size of $M = 120$ bits, the packet loss rate after applying an $(N = 8, B = 2)$ erasure code is:

$$\Pr[\text{packet error}] = \sum_{i=N-B+1}^{N} p^i (1-p)^{N-i} = 0.26,$$

(6.1)

where

$$p = 1 - (1 - \text{BER}_{\text{uncoded}})^M.$$

(6.2)

This performance is a modest improvement over the uncoded packet error rate of 70% but was achieved by quadrupling the bandwidth. A better way of lowering losses is to attempt to reduce the corruption rate instead, for example, by using a convolutional code. For the same bandwidth expansion as an $(8,2)$ erasure code, a convolutional code can lower the BER by two orders of magnitude [38, 39], thereby lowering the packet error rate to 1%. On a wireless link with rapid fading, this code will usually be accompanied by interleaving to turn correlated errors into quasi-independent errors. While convolutional coding may be attractive for wireless links, it is largely ineffective in a wired network, where losses are congestion-derived. Thus, it will be necessary with end-to-end FEC to concatenate different codes and interleaving designed to combat all anticipated error mechanisms, implying that the wireless link traffic will be penalized by redundancy intended for the other links in the network as well as its own.

The link-by-link architecture also permits us to apply physical layer signal processing techniques not possible in end-to-end binary FEC. In end-to-end binary FEC, one has no choice but to perform a hard decision on the information bits as they cross from one link to another. On a wireless link, we have control over the modulation and demodulation process and thus can apply soft decoding to the information bits. Hard decisions made prior to the final decoding result in an irreversible loss of information. This loss is equivalent to a 2 dB drop in the signal-to-noise ratio (SNR) [40], and the effect on loss and corruption is cumulative across multiple links. In addition, we can consider making the FEC and interleaving adaptive to the local traffic and propagation conditions on the wireless link.

Overall, active configuration of the QoS on a wireless link based on individual source requirements will substantially increase traffic capacity. The price to be paid is an infrastructure for QoS negotiation and configuration and the need to provision variable QoS in a wireless network; the latter issue is addressed further in Section 6.4.1. Fully quantifying this benefit requires further research since it
depends on the characteristics and requirements of the source traffic, as well as on the benefits of variable QoS.

6.3.4 Complexity and Resource Allocation

Both the link and the edge architectures raise important issues in resource allocation in session establishment. In both cases, for CM services the overriding objective is to obtain acceptable and controllable subjective quality in the audio or video service. Subjective quality is measured objectively by attributes such as frame rate and resolution (for video), bandwidth (for audio), and delay (for both video and audio). It is also measured by other factors more difficult to characterize, such as the perceptual impact of artifacts introduced in the process of decompression by information corrupted or discarded in the service (i.e., in the compression) and in the bitway (packet losses), and also artifacts introduced by corruption in the bitway.

Inherently, resources belong to individual links, not to end-to-end connections. However, the QoS negotiation between the services and bitway layers that establishes each link’s resource use can be done end-to-end or link-by-link.

In the link architecture, overall subjective quality objectives must be referenced back to the individual links, since each link will contribute artifacts that impair subjective quality (such as quantization, blocking effects, error masking effects, etc.). These artifacts will accumulate across links in a very complicated and difficult-to-characterize way. (For example, how is a blocking or masking artifact represented in the next compression/decompression stage?) It is relatively straightforward to partition objective impairments like delay among the links. Other objective attributes like frame rate, bandwidth, and resolution will be dictated by the worst-case link and are thus also straightforward to characterize. Subjective impairments due to loss and corruption artifacts will, however, be very difficult, if not impossible, to characterize in a heterogeneous bitway environment. Simple objective measures like mean-square error are fairly meaningless in the face of complex impairments like the masking of bitway losses. Thus, as a practical matter, it will be very difficult to predict and control end-to-end subjective quality.

The situation in the edge architecture is quite different. The first step is to generate an aggregated bitway model for all the concatenated bitway links. That is, the loss models for the individual links must be referenced to a loss model for the overall connection, and similarly for corruption and delay. There are no doubt serious complications in this aggregation, for example, correlations of loss mechanisms in successive links due to common traffic. Nevertheless, this is a relatively straightforward task susceptible to analytical modeling. Once this analysis is done, the aggregate bitway model must be related back to service subjective quality, much in the fashion of a single link in the link architecture. There is no need to characterize the
accumulation of artifacts in multiple compression/decompression stages. Accurate prediction and control of subjective quality in the edge architecture should be feasible, and this is an additional advantage over the link architecture.

### 6.3.5 Multicast Connections

The problem of multicast connections is illustrated in Figure 6.12. With heterogeneous receiving terminals, or heterogeneous subnets, we may need different representations (say, with different bandwidth or resolution) of the CM service after a splitting bridge, but to conserve bitway resources we want to share a common stream before the bridge. An obstacle to this is encryption, which will hide the syntax of the originating stream. One solution is to locate transcoding at the bridge, preceded by decryption and followed by encryption, but this solution introduces all the disadvantages of the link architecture. The medley gateway provides a framework for the solution to this problem, as shown in Figure 6.13. At the point

![Figure 6.12](image1) Illustration of a multicast connection with heterogeneous receiving terminals.

![Figure 6.13](image2) The medley gateway substream structure allows multicast bridging to be performed within the bitway layer, without interference from encryption.

\(^{13}\)A transcoding approach to multicast splitting is currently envisioned as part of the future Internet architecture [53].
where two representations are split, a (not necessarily proper) subset of the medley substreams is extracted for each downstream branch. From the perspective of the bitway, different endpoint terminals receive different subsets of substreams, with the great simplification that the bridging function can be accomplished entirely within the bitway layer. If each substream is independently encrypted, encryption does not interfere with this bridging function. Substreams in this context play a similar role to multicast groups in the MBone [52].

Support for heterogeneous terminals in the edge architecture presents to the service a well-defined design problem: perform a layered compression, such that a subset of the substreams embodies a minimal representation of the source, and the additional substreams provide additional information (higher resolution, higher sampling rate, etc.) to terminals with greater capabilities. Thus, in the edge architecture, the substream structure is used for three distinct but complementary purposes:

- **JSCC.** It allows the service to present to each bitway entity, in a generic fashion separated from particular service standards, the differing QoS requirements of different packets, thus allowing the bitway to efficiently allocate its resources.
- **Layered coding.** It allows the service to decompose its layered encoding in a way that is also generic and visible to the bitway layer, so that the splitting function required in multicast connections with heterogeneous terminals can be performed entirely within the bitway.
- **Privacy and security.** Independent encryption of the substreams allows the privacy and security of end-to-end encryption without interfering with either JSCC or multicast splitting.

### 6.4 Design Examples

JSCC for the medley gateway model has serious implications to the design of the wireless bitway, source coding, and services. In this section, we illustrate this by a few design examples.

#### 6.4.1 Variable QoS in Wireless Bitways

In Section 6.2, we discussed two design philosophies for multimedia networks: homogeneous QoS in the network with end-to-end unequal error protection (UEP), and active configuration of QoS within the individual links of the network. In the latter case, the approach is to adjust the QoS, and hence resources, of individual links in accordance with the requirements of each constituent stream. As we
believe the latter is a superior approach for wireless bitway design, we now discuss the provisioning of variable QoS. Our development complements that of Chapter 5. For generality, we consider a medley bitway (with substreams), although these results would apply equally well to the more restrictive case of QoS provisioned on a stream rather than substream granularity.

A variable QoS medley bitway has two design challenges: provide flexibility in loss/corruption/delay attributes with a substream granularity, and exploit the configured characteristics to maximize the traffic capacity. We illustrate the design issues for a wireless direct-sequence code-division multiple-access (CDMA) system. We focus on achieving variable reliability and ignore the issue of variable delay discussed elsewhere [60].

There are two handles for controlling reliability in CDMA: FEC and power control. Achieving variable reliability with FEC would require UEP. Many forms of UEP coding have been developed, notably algebraic codes for UEP and embedding asymmetric constellations in trellis-coded modulation [61]. However, the number of different levels of reliability provided by these techniques is limited, and it is difficult to apply them to hierarchical UEP. Variable rate (VR) convolutional codes have also been suggested for UEP coding of speech [62]. By adopting UEP, we can increase the reliability of a substream by adjusting the coding rate, at the expense of bandwidth expansion from the redundancy. Signal space codes such as trellis-coded modulation are particularly attractive for wireless networks because they provide redundancy without increasing bandwidth. However, it is difficult to generate (by varying the constellation size) the trellis equivalent of a variable rate convolutional code since, as Ungerboeck has shown, virtually all of the coding gain is attained by doubling the alphabet size [40].

As developed in Chapter 5, an alternative mechanism to control reliability QoS would be to adjust the signal-to-interference + noise ratio (SINR) by adjusting the transmitted power, taking into account the interference from other user’s traffic being simultaneously transmitted on different spreading codes. Of course, it is beneficial for overall traffic capacity to minimize the transmitted power for any given user in order to minimize the interference to other users. Hence, overall traffic capacity is maximized by achieving, for each packet, no greater SINR than is necessary to meet the QoS objective. If we use power control only, then in a CDMA system we will be transmitting to a particular user at less than 100% duty cycle whenever the bit rate required by that user is less than the peak rate enabled by the chip rate and processing gain. Power control has some important advantages:

• It is easy to achieve variable reliability over a wide range of bit error rates by changing the power level. The power level can be dynamically varied to track
time-varying channel conditions and maintain relatively constant reliability for any substream.

- Power control is transparent to the receiver, requiring no special processing.
- For CDMA, using a fixed-rate code to provide maximum coding gain without bandwidth expansion is easy, since the spectrum has already spread; i.e., channel coding and spreading can be combined to provide redundancy without bandwidth expansion [63].

The first question is whether, ignoring implementation issues, it is most advantageous to use UEP or power control. To address this issue, let us examine UEP and power control from an information theory perspective, using the following elementary calculation. In a CDMA system, focus on a single user’s data and approximate the total interference as white Gaussian noise with power spectrum $N_0$, and let the bandwidth be $B$. Let $P$ be the average transmitted power for this particular user, and transmit with a duty cycle $\gamma \leq 1$. Then, the transmitted power during that duty cycle is $P/\gamma$. The channel capacity using this duty cycle is $\gamma$ times the capacity if we transmitted at this same power level at 100% duty cycle, where the latter is $B \cdot \log \left( 1 + \frac{P/\gamma}{2N_0B} \right)$. Thus, the overall channel capacity is

$$C = \gamma B \cdot \log \left( 1 + \frac{P}{2N_0\gamma B} \right), \quad (6.3)$$

which is precisely the same as the capacity of a channel with bandwidth $\gamma B$ with 100% duty cycle transmission and transmitted power $P$. Since this capacity is maximum for $\gamma = 1$, we conclude that it is advantageous to transmit with 100% duty cycle in order to minimize the average transmitted power $P$ for a fixed bit rate $C$. To minimize $P$, and hence the interference to other users, we should always transmit at 100% duty cycle by adding channel coding redundancy as necessary. Intuitively, it is advantageous to use coding to increase the duty cycle of transmission to 100%, regardless of the required bit rate, and take advantage of the coding gain to reduce the average transmit power.

Thus, information theory teaches us that in an interference-dominated wireless channel such as CDMA, it is best to use coordinated UEP and power control. Either UEP or power control in isolation is suboptimum at the fundamental limits. If the bit rate for a given CDMA spreading code is low, coding redundancy should be added and the transmitted power simultaneously reduced. The bitway coding and power control layers in a wireless cellular bitway design are illustrated in Figure 6.14. A set of substreams is applied to a coding layer that is cognizant of the propagation characteristics of the channel and that configures itself to provide the
negotiated QoS contract. Based on the coding selected, each substream is associated with a required SINR. The power control layer then associates a transmitted power with each substream, taking into account a maximum power requirement, the SINR requirement for each substream, and which substreams currently have packets awaiting transmission.

Finally, let us quantify the capacity gain in a wireless CDMA system attainable by using joint power and error control for variable QoS. The traffic capacity is the amount of traffic that the system can support, subject to the (possibly distinct) QoS demands of the traffic. Let \( M \) be the number of users and \( K_m \) be the number of substreams of user \( m \). Specify a user (CDMA spreading code) by subscript \( m \) and a substream by subscript \( k \). The SINR experienced by the \( k \)th substream of user \( m \) on the uplink is

\[
\text{SINR}_{\text{experienced}} = \frac{G_m x_{k,m}}{\sigma^2 + I_{m}^{\text{intra}}},
\]

where \( G_m \) is the path loss from user \( m \) to the base station; \( x_{k,m} \) is the transmit power assigned to substream \( k \); \( I_{m}^{\text{intra}} \) is the intracell interference experienced by user \( m \), and \( \sigma^2 \) is the lump sum of background noise and intercell interference experienced at the base station.

\[\text{For example, in the design of the trellis code, using a metric different from the Euclidean metric typically used for the additive Gaussian noise channel is advantageous for Rayleigh fading channels [64].}\]

\[\text{In practice, we would also like to schedule the most opportune time for a packet transmission to take advantage of allowed delay jitter. This problem is considered elsewhere [60].}\]
The intracell interference experienced by a substream of user $m$ is

$$I_{m}^{\text{intra}} = \sum_{m=1}^{M} f_{m,n} G_{n} \sum_{k=1}^{K_{n}} \beta_{k,m} x_{k,n}$$  

(6.5)

where $\beta_{k,m}$ is an indicator function, equaling one if substream $k$ of user $m$ is currently active, zero otherwise. Each user’s traffic can be decomposed into multiple substreams, but the substreams are statistically multiplexed together onto one user stream so that only one of the user’s substreams is active at any time. In (6.5), $f_{m,n}$ is the partial correlation coefficient (or degree of nonorthogonality) between channels of users $m$ and $n$: because signals from different mobile users travel through different multipath channels to reach the base station, perfect orthogonality between user codes may be lost and $f_{m,n}$ may be non-zero. Uplink transmission is inherently asynchronous, so $f_{m,n}$ is well modeled by $f$, the correlation between random signature sequences, with $E[f] = 2/3$ [65].

The indicator function of a substream as it evolves over time $\beta_{k,m}(t), t \in [0, \infty)$ is a random process. Let $\overline{\beta}_{k,m}$ denote the long-term time average of $\beta_{k,m}(t)$; e.g., $\overline{\beta}_{k,m} = 1/4$ if the average bit rate of substream $k$ is 500 kbps and it belongs to a 2-Mbps user stream. We assume ergodicity in the mean, so that $E[\beta_{k,m}(t)] = \overline{\beta}_{k,m}$. This assumption is based on the intuition that at any given time slot, the probability that you receive a packet from substream $k$ equals the average rate of that substream, divided by the aggregate rate of the user stream to which it belongs. The expected value of the total power is then

$$E[P] = E \left[ \sum_{m=1}^{M} \sum_{k=1}^{K_{n}} \overline{\beta}_{k,m}(t) x_{k,m} \right] = \sum_{m=1}^{M} \sum_{k=1}^{K_{n}} \overline{\beta}_{k,m} x_{k,m}$$  

(6.6)

Our objective is to minimize the average overall power $E[P]$ while promising each substream that the expected value of the SINR it experiences will meet or exceed the desired SINR:

minimize $E[P] = \sum_{m=1}^{M} \sum_{k=1}^{K_{n}} \overline{\beta}_{k,m} x_{k,m}$ such that

$$\forall k, m, \quad \frac{G_{n} x_{k,m}}{\sigma^{2} + E[f] \sum_{n=1}^{M} G_{n} \sum_{j=1}^{K_{n}} \overline{\beta}_{j,n} x_{j,n}} \geq \text{SINR}_{k,m}$$  

(6.8)

$x_{k,m} \geq 0$, SINR$_{k,m} > 0$
In (6.8), \( \text{SINR}_{k,m} \) is the SINR requested by substream \( k \) of user \( m \), and the inequality in 6.8 implies that the expected value of the SINR achieved at the receiver must equal or exceed the desired SINR.

It can be shown [66] that the feasible capacity region of a CDMA system is given by

\[
\gamma < 1,
\]  
(6.9)

where

\[
\gamma = \sum_{m=1}^{M} \gamma_{m},
\]  
(6.10)

\[
\gamma_{m} = E[f] \sum_{k=1}^{K_{m}} \alpha_{k,m}, \text{ and}
\]  
(6.11)

\[
\alpha_{k,m} = \frac{\text{SINR}_{k,m} \beta_{k,m}}{1 + E[f] \sum_{j=1}^{K_{m}} \beta_{j,m} \text{SINR}_{j,m}}
\]  
(6.12)

\( k = 1, \ldots, K_{m}, \quad m = 1, \ldots, M. \)

The left hand side of (6.9), \( \gamma \), represents the load of the system. The closer \( \gamma \) is to unity, the closer the system is to violating the QoS requirements for all users and substreams. If the QoS requirements are too stringent, then the interference will be too great and no solution exists, regardless of the transmit power. Examining (6.12) we see that for a cellular wireless system whose capacity is interference-limited, the “cost” of transmitting an information substream is the product of its reliability requirement (specified by an SINR) and bandwidth requirement (specified by its average rate \( \bar{\beta} \)).

As noted earlier, information theory suggests that the application of VR coding to adapt a variable-rate information source to a bandlimited channel is necessary in order to maximize capacity. In a CDMA system, a user is associated with a code, and the bandwidth afforded by the code is shared by the user’s substreams. Each substream is allocated a time-averaged fraction of the bandwidth, \( \bar{\beta} \). To ensure optimal capacity in the information theoretic system, the bandwidth associated with the code should be used at 100% duty cycle; i.e., in (6.9)–(6.12), \( \{\bar{\beta}_{j,n}\} \) should satisfy

\[
\sum_{j=1}^{K_{n}} \bar{\beta}_{j,n} = 1 \quad \text{for all users } j,
\]  
(6.13)

with the SINR requirements of all substreams adjusted for the resulting coding gain. We note that the interference-limited capacity result as stated in (6.9)–(6.12) is
quite general and can also be applied toward suboptimal systems that do not achieve 100% utilization of the channel bandwidth.

We can apply these results to find the capacity gain of power control for variable QoS with substreams over power control without substreams. In the absence of substreams, each stream's reliability requirement would be equal to the reliability need of its worst-case (most error-sensitive) information component. A fine-grained substream architecture therefore achieves a capacity gain of

$$\text{capacity gain} = \frac{\sum_{\text{user } m} \sum_{\text{stream } k} \sum_{\text{substream } i} \alpha_{k,m}^{(\text{max})} \beta_{i,k,m}^{(\text{max})}}{\sum_{\text{user } m} \sum_{\text{stream } k} \sum_{\text{substream } i} \alpha_{i,k,m} \beta_{i,k,m}}$$

where $\alpha_{k,m}^{(\text{max})}$ corresponds to the maximum SINR requirement among the substreams of stream $k$.

### 6.4.2 MPEG-2 Compression

The International Organization for Standardization’s Moving Pictures Experts’ Group (ISO/MPEG) has developed several well-known audiovisual compression standards:

- MPEG-1 is designed for VCR-quality audio and video compression and for delivery via reliable media such as CD-ROMs [16].
- MPEG-2 is designed for high-quality broadcast applications, including entertainment, remote learning, electronic publishing, and more [17].
- MPEG-3 was intended to address high-definition television, but this effort was folded into MPEG-2.
- MPEG-4, just beginning development, is intended to address wireless interactive multimedia coding and transmission [67]. MPEG-4 currently borrows some technology from the ITU-T Study Group 15, for example, SG15’s wireless multiplexing protocol, H.245.

MPEG-2 is not designed for wireless multiaccess but rather for wireless and wired broadcast; as such, the decisions made in the design of MPEG-2 are quite different from those that would be made for a wireless multiaccess system. Broadcast channels differ from wireless multiaccess channels in that they are noise rather than interference-limited and thus can be provisioned to deliver lower bit-error rates and very much lower burst-error rates. Thus, error resiliency tools for broadcast applications should be designed and optimized differently than those for
wireless multiaccess systems. Nevertheless, it is instructive to review the error resiliency features included in MPEG-2. In Section 6.4.3, we illustrate a much different approach.

MPEG-2 is a service layer standard and today is used with a range of bitways: direct broadcast satellite, digital switched line, cable television, ATM, and more. As a suite of service layer standards, MPEG-2 does not provide bitway QoS-enhancing functionality such as data interleaving, selective packet discard, or FEC. Still, MPEG-2 does provide a range of functionality to help resynchronize and recover quickly from bitway errors and to configure to trade off efficiently between bandwidth, delay, loss, and service quality.

6.4.2.1 Features

MPEG-2 contains three subparts that define bitstream formats: The audio specification defines a compressed representation of a multichannel audio signal. The video specification defines a compressed representation of a moving picture sequence. The systems specification defines, among other things, how to multiplex multiple audio, video, and data streams into a single packetized bit stream.

The audio and video compression methods defined by MPEG-2 contain many predictive coding steps. For example, the video specification includes interframe motion-compensated DPCM, predictive coding of motion vectors within a frame, predictive coding of DCT brightness coefficients within a frame. Predictive coding, which represents a signal’s difference from a predicted value rather than representing the signal value directly, removes signal redundancy very effectively but suffers from error propagation. Errors cause predictive decoders to incorrectly render data which is used in future predictions. These subsequent predictions with errors lead to more incorrectly decoded data; this propagates errors throughout spatio-temporally nearby audio or video. Fortunately, MPEG-2 allows an encoder to define “resynchronization points” almost as often or infrequently as the designer desires, to trade between bandwidth efficiency and rapid error recovery. At a resynchronization point, signal values are coded directly rather than via a predictor.

Both the audio and video compression algorithms use Huffman coding, which uses short bitstrings to represent frequently occurring values and long bitstrings to represent infrequent values. A property of Huffman codes is that they cannot be decoded without some context—knowledge of the bit position of the start of some bitstring. Huffman codes also suffer error propagation: one bit error destroys the decoder’s context, and the decoder may incorrectly decode a long sequence of values. To alleviate this problem, the audio and video specifications both define “startcodes,” which are patterns in the bit streams that decoders can find easily and at which Huffman codes are known to be at the start of a bitstring. These startcodes do consume a small but non-zero percentage of audio and video
stream bandwidth, but they enable decoder recovery after a transmission error. The video specification allows bitstream encoders to insert "slice" startcodes at either a default minimum rate or at a higher rate to enable faster-than-default error recovery.

The systems specification defines a bitstream format ("transport streams") that consists of short (compared to TCP/IP) fixed-length packets. Short packets ensure that if a receiver identifies a packet as corrupted, comparatively little data is suspect. Fixed-length packets facilitate rapid identification of packet delineators after errors.

MPEG-2 transport streams can contain "duplicate packets." A duplicate packet is a copy of the previous packet with the same source identifier. Duplication is a simple (but not efficient) flavor of FEC. Combined with bitrate interleaving, duplication greatly reduces the occurrence of uncorrectable burst errors, however. A sensible strategy is to duplicate all packets that contain the highest-level startcodes.

**Example**

Suppose we transmit an MPEG-2 transport stream with 30 packets per second that contain critical video headers (one such packet per picture). Suppose the bitrate layer uses interleaving to ensure that the probability of bit error is uniform and identically distributed and uses FEC to ensure a probability of bit error of $10^{-8}$. The probability that any packet contains an error is $1 - (1 - 10^{-8})^{188 \times 8} = 1.5 \times 10^{-5}$ since there are 188 bytes in an MPEG-2 transport stream packet. This means that without duplicate packets, we can expect a packet with a critical header to be corrupted about once every 2,216 seconds or every 37 minutes. If we send duplicate packets for each packet with a critical header, the probability that both an original critical packet and its duplicate are corrupted is $(1 - (1 - 10^{-8})^{188 \times 8})^2 = 2.3 \times 10^{-10}$. Both an original critical packet and its duplicate are lost about once every $1.5 \times 10^{8}$ seconds, or once per 47 years.

The MPEG-2 systems specification defines a timing recovery and synchronization method that utilizes two types of timestamps. "Program clock references" (PCRs) allow receivers to implement accurate phase-locked loop clock recovery. Stringent limitations on the encoder clock frequency accuracy and drift rate allow decoders to identify and discard corrupted PCRs. Video frames and audio segments are identified by decode/presentation timestamps (DTS/PTS), which tell the decoder the proper time to decode and present the associated video and audio data. Since each frame has a fixed (and known to the decoder) duration, there is a lot of redundancy in the DTS/PTS values. However, the small amount of bandwidth spent on PCRs and DTS/PTSs helps decoders properly prefill their input buffers and properly synchronize their video and audio outputs after errors.

The MPEG-2 systems, video, and audio subparts specify only bitstream formats. Another part of MPEG-2, the RTI, defines constraints on real-time delivery of
systems bit streams to actual decoders. The RTI defines a method for measuring the delay jitter present when a bit stream is delivered to a decoder; this approach aids in ensuring interoperability between bitstream providers and decoders. The RTI does not mandate a specific delay jitter value; the designer chooses a value suitable for the system, e.g., 50 μs for a low-jitter connection between a digital VCR and a decoder, or more than 1 ms for an international ATM connection. The RTI defines decoder memory requirements and bitstream delivery constraints based on the chosen jitter value. The specification of decoder memory requirements as a function of delay jitter is very important for many MPEG-2 applications, where decoder cost, largely driven by memory, is the biggest determinant of commercial viability.

6.4.2.2 Scalability Tools

Hierarchical or layered coders are good candidates for use with QoS-impaired bit-ways. As shown in Figure 6.15, the base layer of a hierarchical coder represents the input signal at some coarse fidelity. Higher layers code the residual between the base layer decoded output and the original input; the output of the base layer combined with higher-layer decoded output is more accurate than the base layer output alone. For a given service quality level, the aggregate bit rate of a good hierarchical coder is close to that achievable by the best nonhierarchical coders.

A hierarchical coder’s outputs have different QoS requirements; often it is acceptable for only the base layer to be decoded for short periods of time. Thus, only the base substream requires high QoS in order to achieve acceptable application quality; if data from other substreams is lost, the decoded signal is corrupted, but not catastrophically.

A simple example of a hierarchical video coder simply transmits the most significant bits of a picture’s pixels on one substream and the least significant bits on another. If some of the least significant bits are lost, affected picture regions appear coarsely quantized but certainly recognizable.

![Figure 6.15 Structure of a hierarchical encoder.](image-url)
The MPEG-2 video specification defines several much more sophisticated ways by which an encoder can produce a two- or three-layer hierarchically encoded bit stream. MPEG-2 video allows an encoder to generate hierarchical bit streams that decompose a signal into low frame-rate vs. high frame-rate components, small picture size vs. large picture size, or low image fidelity vs. high image fidelity (called "SNR scalability") components. Several of these decompositions can be used in tandem as well.

MPEG-2 video defines another scalability tool, called data partitioning. Data partitioning defines how to split a non-hierarchically-encoded bit stream into two substreams. The high-priority substream contains video headers and other important syntax elements such as motion vectors. The low-priority bit stream contains lower-priority syntax elements such as high-frequency discrete cosine transform (DCT) coefficients. The encoder can choose its definition of high-priority and low-priority syntax elements to achieve its best trade-off between high-priority bandwidth, high-priority QoS, low-priority bandwidth, and low-priority QoS.

6.4.3 JSCC for Delay: Delay-Cognizant Video Compression

Having described MPEG, an established standard, let us now illustrate a dramatically different approach motivated by the need for efficient use of wireless channels. The design of today's CM services are a holdover from the circuit switched era, when bitways did not introduce significant delay jitter. Existing compression standards for both audio and video thus assume a fixed-delay transport model, imposing on the bitway the need to emulate a fixed-delay circuit. This emulation requires the artificial delay of packets arriving early. In the context of delay-critical interactive services, it seems intuitively unattractive to artificially add delay, and one wonders if it is not possible to take advantage of these early-arriving packets.

Since substreams have different delay characteristics, it is inherent that they are asynchronous at the receiving terminal. They can be resynchronized by an appropriate medley transport protocol, but not resynchronizing them allows the delay characteristics of the bitway to be exploited. To this end, the medley gateway abstractions offer several key benefits:

- The service is allowed to specify different delay characteristics for different substreams. This is a direct way for the service to control which packets arrive earlier and which arrive later, which in turn makes the differential delays more useful. The model also encourages the medley bitway to deliver certain packets earlier, whereas conventional approaches do not.
- For a fixed traffic capacity, bitways generally trade higher reliability for increased delay (through techniques like FEC, interleaving, retransmission,
The medley gateway model allows the service to explicitly control as well as exploit this trade-off and to force this trade-off to be quantitatively different for different packets.

- Since the overall delay is no longer determined by the worst-case delay, the bitway worst-case delay can be relaxed, which can in turn be traded for increased traffic capacity through traffic smoothing.

What we have just described is JSCC in the delay dimension. By making the source coding delay-cognizant, that is, segmenting its information into delay classes, we hope to achieve a more desirable combination of perceptual delay and traffic capacity.

An early example of delay-cognizant video coding is asynchronous video [68], a coding technique that exploits variations in the temporal dimension of video to segment information into distinct delay classes. We leave the details to other references [68] but illustrate the basic idea in Figure 6.16. The frame is block-segmented into different delay and reliability classes in accordance with motion estimation (three classes are shown). These different classes are allowed to be offset at the receiver by one or more frames in the reconstruction process. The hope is that low-motion blocks are less susceptible to multiple-frame delay jitter at the receiver than are high-motion blocks and that the user perception of delay will be dominated by the high-motion blocks. If this is the case, low-motion blocks can be assigned to a medley bitway substream with a relaxed delay objective, and the bitway can

![Figure 6.16](image_url)  
**Figure 6.16** Asynchronous video as an example of delay-cognizant video coding. Blocks of video are reconstructed in different frames at the sink, based on motion segmentation.
exploit this relaxed delay jitter objective to achieve higher traffic capacity. In addition, high-motion blocks are assigned to substreams with a relaxed reliability objective since the motion tends to subjectively mask losses or corruption. Fortuitously, the bitway naturally provides precisely the needed exchange of higher reliability for higher delay.

### 6.4.4 Multiple-Delivery Transport Protocol

The importance of the transport protocol as a way to change the characteristics of the bitway to the benefit of the application was discussed in Section 6.2.5. An example of a transport protocol tailored to the needs of CM services is a multiple delivery service [70, 71]. Interference-limited wireless access links typically have two undesirable characteristics: restricted bandwidth and low reliability. Error control techniques to compensate for the latter increase the rate (for redundancy or retransmissions), and this rate increase trades unfavorably against delay because of the restricted bandwidth. Thus, reliable delivery mechanisms increase delay substantially. This will be problematic for interactive applications, for example refreshing a graphics window in a WWW browser. If graphics are treated as a pixel map (as in the InfoPad™ system [72]), it is advantageous to display corrupted information early, but it is also important that corruption artifacts do not stay on the screen indefinitely (asymptotic reliability). This corruption control can be accomplished without a traffic capacity penalty by exploiting the redundancy needed anyway to deliver two or more copies of a packet to the receiver, each with increasing reliability, as illustrated in Figure 6.17. The application delivers a single copy of each packet to the transport protocol. The transport delivers, in general, more than

![Figure 6.17 A multiple-delivery transport protocol.](image-url)
one copy of the packet to the receiver, where it is agreed that each copy has statistically greater fidelity (fewer bit errors) than the previous copy. Internally, the transport protocol can utilize packet combining techniques, where it transmits the packet as many times as required and caches all received renditions of the packet, delivering to the application its best estimate of the packet based on all the cached information. Acknowledgments built into the protocol allow the number of transmissions to be adjusted dynamically to channel conditions. This protocol has proven useful for video [32].

Protocols such as the multiple-delivery transport protocol should also have a mechanism to purge stale packets; that is, packets that will not be used by the receiver if they are delivered.

6.5 Concluding Remarks

The most important point of this chapter is that in an integrated-services multimedia network, it is advantageous to take an overall systems perspective, rather than designing wireless access networks in isolation. We have seen how, by coordinating the design of the backbone network, terminals, and servers with the wireless access network, greater traffic capacity can be achieved subject to subjective quality objectives. At the same time, it is important to adhere to good principles of complexity management and ensure that the different parts of the multimedia network are made modular and as independent as possible, with appropriate levels of scalability and configurability. Achieving modularity requires a carefully crafted architecture for the network. We have proposed the medley gateway model based on substreams or flows (supported by existing or emerging protocols in both IP and ATM networks) as a basic unifying principle of the architecture. Once an architectural approach is chosen, many opportunities for research in the various modules open up. We have illustrated the design of a video source coder, a variable QoS wireless CDMA media access layer, and a transport protocol within the context of this architecture.

The considerations covered in this chapter suggest many opportunities for research, which include:

- The design of medley services that take advantage of the medley bitway (such as delay/loss trade-offs and segmentation) and that have the needed level of scalability and configurability.
- The design of medley bitways that maintain the structural integrity of the substreams, which have the ability to configure to different impairment profiles for different substreams and which exploit the substream structure to achieve higher traffic capacity.
• An understanding of JSCC, as constrained by the structure of the medley gateway model. Similarly, an understanding of the design of hierarchical compression algorithms for multicast heterogeneous terminals, as constrained by the same substream structure.

• An understanding of issues inherent in the aggregation of concatenated bitway links for CM services.

• Development of negotiation strategies for resolving the trade-off between subjective quality vs. bitway QoS and cost.

• The upgrade of signaling systems to provide the needed capabilities in support of the edge architecture, including aggregation of bitway links and negotiation between the endpoint terminals and the aggregated links.

REFERENCES


[16] ISO/IEC Standard 11172, "Coding of Moving Pictures and Associated Audio at up to about 1.5 Mbits/s." (MPEG-1).


**ACKNOWLEDGMENTS**

The authors appreciate the contributions of their colleagues Jonathan Reason, Richard Han, and Yuan-Chi Chang to the insights reported in this chapter. This research is supported by Bell Communications Research, Pacific Bell, Tektronix, MICRO, and the Defense Advanced Research Projects Agency.
With the rapid growth of wireless communications systems, there is an increasing demand for wireless multimedia services. Wireless image and video transmission, an essential component of wireless multimedia, poses a particularly important challenge that deserves attention for several reasons. In particular, image and video transmission is the main system bottleneck because it requires far more bandwidth than the transmission of other information sources such as speech or data. Moreover, it is a more difficult problem due to the inherent complexity of the coding methods.

While Chapter 6 discussed multimedia networks broadly, in this chapter we specifically focus on the image/video source. For such sources it is important to consider the end-to-end image communication problem very carefully. Current communication link designs are typically mismatched for wireless video because they fail to take into account important considerations such as (i) highly time-varying source and channel characteristics, (ii) high source tolerance to channel loss, and (iii) unequal importance of transmitted bits. This mismatch comes from a long history of data communications, where loss of bits is disastrous (e.g., data
files), and where every bit is equally important. Some salient attributes of the image/video source are summarized below.

- The performance metric is the delivered visual quality (e.g., mean-square error, or more correctly, the perceptual distortion) of the source due to both source quantization and channel distortion under constraints of fixed system resources like bandwidth and transmission energy. This metric contrasts with commonly used performance criteria like bit error rates, which are appropriate for data communications.

- The existence of unequal error sensitivities in a typical video bit stream (e.g., bits representing motion vectors or synchronization/header information versus bits representing high-frequency, motion-compensated error residue or detail in textured image areas) emphasizes the desirability of a layered approach to both source and channel coding, and calls for a rehauling of conventional “single resolution” digital transmission frameworks with their multiresolution counterparts.

- Due to the stringent delay requirements of synchronous video applications, there is a need to include finite buffer constraints (efficient rate control strategies). These requirements will influence the choice of error control coding strategies like forward error correction (FEC) versus automatic repeat request (ARQ) techniques, as well as more powerful hybrid FEC/ARQ choices [3].

Wireless image and video transmission comes in various application-driven varieties. Of particular interest are point-to-point transmission and broadcast/multicast scenarios. A key challenge of wireless transmission is the time-varying nature of the mobile point-to-point transmission on the one hand and the diversity of channels in the broadcast case on the other hand. There are fundamental differences between the time-varying point-to-point case and the broadcast case. In the broadcast channel, the same information is sent and read by two or more different users, each seeing another corrupted version of the data that was sent at the same time. In the point-to-point time-varying channel, the data sent is seen by the same user but is corrupted differently at different times. As we will see, despite these differences, similar techniques, based on multiresolution ideas, can be used to achieve good performance at reasonable cost.

The problem of transmitting image and video signals naturally involves both source coding and channel coding. The image or video source has an associated rate-distortion characteristic that quantifies the optimal trade-off between compression efficiency and the resulting distortion. The classical goal of source coding is to operate as closely as possible to this rate-distortion bound. Then comes the task of reliably transmitting this source-coded bit stream over a noisy channel,
which is characterized by a channel capacity that quantifies the maximum rate at which information can be reliably transmitted over the channel. The classical goal of channel coding is to deliver information at a rate that is as close to the channel capacity as possible. For point-to-point communications with no delay constraints, one can theoretically separate the source and channel coding tasks with no loss in performance. This was shown by Shannon [2] and is discussed shortly in more depth. In the presence of delay constraints, however, or for broadcast or multicast scenarios, Shannon’s results do not apply and there is a need for closer interaction between the source and channel coding functions. A key issue in the design of efficient image and video transmission systems for these cases involves the investigation of joint design of these source and channel coding components. This issue is the theme of this chapter. Our perspective is primarily from a lossy source coding viewpoint but with an eye on channel coding issues. We emphasize the elegance of multiresolution-based techniques for both source coding and channel coding and show how one can efficiently “match” these resolutions to improve the overall system performance, measured as the delivered image quality.

The framework for both source coding and channel coding is, of course, Shannon’s groundbreaking work on information theory [2]. An important information-theoretic result, which goes back to Shannon’s work, is the separation principle, alluded to earlier, which allows the separate design of a source compression/decompression scheme and a channel coding/decoding scheme, as long as the source code produces a bit rate that can be carried by the channel code. The separation principle is illustrated in Figure 7.1.

![Separate design diagram](Illustration)

*Figure 7.1* Separation principle. Optimality is achieved by separate design of the source and channel codecs.
It is nevertheless important to recall that Shannon's result relies on two important assumptions, namely, (i) the use of arbitrarily long block length for both source and channel codes and (ii) the availability of arbitrarily large computational resources (and associated delays). It is obvious that such conditions are not met in practice, both because of delay constraints, and practical limits on computational resources.

As an example, speech transmission for interactive communication is delay sensitive, and thus block sizes need to be bounded for source coding. Complexity is a major cost factor in compression and channel coding systems, while the strategies implied by usual random coding arguments used in information-theoretic proofs generally have exponential complexity. Thus, many practical source compression algorithms have evolved quite differently from what pure information theory would suggest. The random coding argument of source coding leads to a situation where all bits from the source code are of equal importance (they represent indices into coding tables), but, as mentioned, practical image and video coders typically produce some bits that are more important than others for the reconstruction quality.

Channel coding practice is also quite different from the information-theoretic idealization. While large block sizes allow vanishingly small block error probabilities, practical transmission schemes operate at some finite block error or bit error probabilities.

Because both source and channel coding differ in practice from their information-theoretic idealizations, it is unclear whether the separation principle still holds under these conditions. What is certain is that examples abound of practical systems where a coupling between source and channel coding has led to substantial gains in performance or reduction in complexity. We provide examples of this coupling in this chapter. In the context of time-varying point-to-point transmission as applicable for wireless communications, we consider two important cases of interest related to the presence or absence of a feedback channel from the receiver to the sender: (i) where the receiver alone is informed of the channel state information (CSI) and (ii) where both the transmitter and receiver are informed of the CSI.

The outline of the chapter is as follows. Section 7.1 reviews multiresolution source compression methods. These are source coding schemes that are naturally suited for rate adaptation and unequal error protection. Representative examples are subband coders and wavelet coders, which are popular in image compression. Section 7.2 concentrates on multiresolution channel codes, which allow varying degrees of noise immunity, or decoding qualities. Section 7.3 ties the source and channel coding mechanisms together by matching their respective multiresolutions. The result is a natural and efficient paradigm for joint source-channel coding.
7.1 MULTiresolution SOURCE CODING FOR IMAGES AND VIDEO

This section gives a brief overview of multiresolution-based techniques in source coding for images and video. Multiresolution-based methods in source coding (such as those based on wavelets, pyramids, etc.) are theoretically elegant. At least as importantly, a key motivation for considering multiresolution environments comes from the fact that due to exploding demands on interconnectivity and heterogeneity (e.g., driven by the Internet and wireless communications), traditional single-resolution coding and transmission are being replaced by flexible scalable source-coding architectures and multirate transmission capabilities.

7.1.1 Successive Approximation of Information

The problem of lossy source compression is one of a trade-off between representation complexity and quality, that is, a trade-off between bit rate and distortion.\(^1\) Given a source with certain statistical characteristics, rate-distortion theory [3, 4] states that there exists a distortion-rate function \(D(R)\) such that, at a given bit rate per sample \(R_s\), it is possible to represent the source with a distortion \(D_0 = D(R_0) - \varepsilon\) with \(\varepsilon > 0\) arbitrarily small.

The important point to note is that in general the distortion-rate curve cannot be travelled in the sense of retaining the successive approximation property. More precisely, each point of the curve is constructed independently of the others. That is, if we pick two rates \(R_1\) and \(R_2\), \(R_2 > R_1\), and \(\delta_{12} = R_2 - R_1\), then knowledge of the coded version at rate \(R_1\) plus an additional information of \(\delta_{12}\) bits is generally not enough to construct the coded version at rate \(R_2\) that meets the rate-distortion bound [5]. This property follows because being able to construct the rate \(R_2\) version incrementally from a rate \(R_1\) version is an added constraint, which in general will decrease the quality. As a simple example, consider scalar quantizers. It is clear that an optimal Lloyd-Max quantizer for \(2N\) bits does not necessarily have a subset of levels corresponding to an optimal quantizers for \(N\) bits. (Of course, exceptions are possible, for example, the uniform distribution when \(N\) is even.)

More generally, a successive approximation code is optimal if and only if the successive versions form a Markov chain. More precisely, assume \(X\) is the original signal, \(X_1\) a fine approximation, and \(X_2\) a coarse approximation. Then, if \(X \rightarrow X_1 \rightarrow X_2\) form a Markov chain, successive approximation coding is optimal, since knowing \(X_1\) to code \(X_2\) is as good as knowing \(X\).

\(^1\)For the sake of this discussion, we assume the distortion to be the squared norm of the error between the original and the approximation.
Despite the fact that most sources do not strictly meet this Markovian property, it turns out that many practical compression schemes achieve successive approximation with a negligible loss of quality. That is, many source compression algorithms can produce a bit stream that can be decoded successively, up to some very fine granularity. Such algorithms thus allow the possibility of traveling a practical distortion-rate curve that is not much worse than that achievable with the best coders that do not have the successive approximation property (e.g., about 1–2 dB worst case and typically less than 1 dB loss in performance on typical test images). We therefore briefly consider a number of such successive approximation source codes.

### 7.1.2 Practical Successive Approximation Source Coders

#### 7.1.2.1 Pyramid Coding

Pyramid coding is the first instance of hierarchical source coding that had an impact on compression practice. First formally proposed by Burt and Adelson [6], pyramid coding codes two versions of the signal. First, a coarse version of the original signal or image is derived using, for example, lowpass filtering and subsampling. Based on this coarse approximation, the original signal is predicted (using upsampling and interpolation, for example) and a prediction error or difference signal is calculated. This prediction error represents the detail features that are missing in the coarse approximation. An example is shown in Figure 7.2.

The scheme can be iterated on the coarse image, leading to a sequence of lower and lower resolution images of geometrically decreasing sizes, hence the name pyramid. Each time a lower-resolution image is derived, a difference image is created. The compression problem is now reduced to finding methods to efficiently represent the various difference images, as well as the last low-resolution version. The difference images are usually treated, in a first approximation, as independent identically distributed samples, for example, having a Laplacian distribution.

A simple counting argument shows that the pyramid representation is overcomplete. If the original is a picture of size $N \times N$, the difference image is of the same size, while the coarse image is of size $N/2$ by $N/2$. This is an increase of 25% in the number of pixels. If iterated, it can lead to an increase of up to 33% in the number of pixels. While theoretically this extra redundancy can be removed through compression, it creates an additional burden.

The idea of pyramid coding can be applied to three-dimensional data as well, leading to video pyramids. This multiresolution representation of video is useful for compatibility and for robustness with unequal error protection [7].
7.1.2.2 Subband Coding

The problem of overcompleteness—i.e., the redundancy in the pyramid representation—is solved by subband coding. In that scheme, an orthonormal or biorthogonal expansion is calculated using filter banks [8], and the expansion coefficients are quantized appropriately. Subband coding is a generalization of transform coding, a popular method in image compression [9]. Unlike transform coding, however, subband coding is not plagued by blocking artifacts. Subband coding has been used in speech compression [10, 11] and was proposed for images in [12]. Practical coders followed [13, 14, 15], and the results spurred substantial work in subband image coding.

Several questions arise around subband image coding:

(i) What subband decomposition is best suited to images: how many subbands should be used, what frequency partitioning, what time resolution?
(ii) What filters are best used: orthogonal or biorthogonal filters, linear phase filters, what extension schemes should be used at boundaries?
(iii) What subband quantization scheme should be applied: scalar quantization, vector quantization, uniform or nonuniform (Lloyd-Max) quantization [16]?

(iv) What are efficient lossless compression schemes to handle the quantized subband coefficients: static entropy codes, adaptive entropy codes?

These issues have been explored extensively in the literature and results are summarized in, for example, [8]. The idea of subband coding has been extended to video in [17] and has led to interesting compression results recently [18, 19].

7.1.2.3 Wavelet Coding

An important variant of subband coding is what is now popularly called wavelet coding [20, 21, 22]. This variant uses an octave-band tree structure and filters that possess a regularity property (related to a notion of smoothness of an iterated function). Such schemes have the ability to compactly capture the space-frequency characterization of natural images. Early wavelet-based image coding algorithms were patterned after standard transform-coding principles in that they were designed to exploit (only) the wavelet transform's ability to do frequency compaction, i.e., to efficiently pack most of the image energy into a few, low-frequency coefficients. Coding gain was achieved by optimizing the matching of quantizers (scalar and vector) to the statistics of the frequency subbands. These techniques reported modest gains over standard block transform-coded algorithms, with the primary source of the gains coming from the improved frequency energy compaction property of the wavelet over the block transform.

A new class of algorithms developed recently has achieved significantly improved performance over the previous class [21, 23, 24, 25, 26] by exploiting the wavelet's space-frequency compaction properties. The wavelet is able both to "frequency compact" energy into a small set of low-frequency coefficients and to "spatially compact" energy into a small set of localized high-frequency coefficients, with the exact extent of the localization depending on the spatial support of the wavelet filters. The incorporation of a mechanism to exploit this spatial characterization is vital to improving efficiency: the most popular data structure for this is the zerotree structure developed by Shapiro [23].

A wavelet image representation can be thought of as a tree-structured spatial set of coefficients, providing a hierarchical data structure for representing images, with each wavelet transform coefficient corresponding to a spatial area in the image. Figure 7.3 illustrates the parent-child dependencies in the tree-structured representation of a typical wavelet image decomposition.

As shown, each parent node has 4 children nodes, the coefficients of the $2 \times 2$ region that corresponds to the same spatial location and orientation but in the immediately finer scale of the decomposition. A zerotree symbol refers to a spatial
tree of zeros: it is designed to capture the high conditional probability of low-energy coefficients at a particular scale, given the low-energy state of parent coefficients at the same spatial orientation at a coarser scale. This approach is obviously well suited to capturing the typical decaying spectral energy profile exhibited by natural images (barring localized singularities like edges and textures). Shapiro combined the use of this zerotree symbol (as a sort of spatial pointing mechanism to indicate low-variance spatial regions) with the concept of bitplane coding (which dyadically refines the threshold with respect to which the zerotree "zeros" are defined) to devise a remarkably efficient embedded wavelet coding algorithm that could refine its resolution by the bit, and yet which thoroughly outperformed the existing (nonembedded) JPEG standard (see Figure 7.4).

Also shown in Figure 7.4 is a rate-distortion optimized version of Shapiro's zerotree coder, dubbed the space-frequency quantization (SFQ) based zerotree coder in [25, 27], that gives up the embedding feature for attaining rate-distortion optimality (within the zerotree framework). The SFQ coder is so named because it optimizes the application of two simple quantization modes—a zerotree spatial
quantizer and a uniform scalar frequency quantizer—designed to capture the space-frequency characterization of the wavelet image decomposition. The basic idea arises from the desirability, in a rate-distortion sense, of “creating” zerotrees where there are none in reality: i.e., where certain tree-structured sets of coefficients are not all zeros, as needed to qualify for the privileged zerotree status. The SFQ coder can realize sizable performance gains, on the order of 1–2 dB in peak signal-to-noise ratio (PSNR), over Shapiro’s generic zerotree-based framework and ranks among the best coders in the image coding literature. These gains are achieved by (i) optimally weighing the savings in bit-rate cost from the extra zerotrees against the distortion from the “killing” of coefficients that enable these new zerotrees; and by (ii) balancing this zerotree quantizer with a simple scalar frequency quantizer applied to coefficients that survive the zerotree pruning operation.

Although the zerotree structure is the most celebrated way of exploiting the space-frequency characterization of the wavelet decomposition, it is by no means the only one. Efficient alternative structures are complementary to, and often outperform, the zerotree structure. Such structures include spatial classification-based
methods [28, 29, 30] and a novel framework based on morphological dilation [31]. The latter has the added advantage over the zerotree structure of being "object oriented," and is capable of a flexible embedded/nonembedded mode of operation that may be suitable for many evolving multimedia-driven applications, such as supporting object-indexing, etc., without giving up compression performance [32].

7.1.3 Successive Approximation Source Coding in the Context of Standards

Successive approximation source coding is found in several image and video coding standards. These are reviewed briefly in the following paragraphs.

7.1.3.1 Scalability in JPEG

The standard image compression method JPEG [33] has a hierarchical mode. A multiresolution representation is obtained by scaling the size of the encoded image. The base layer carries the data for the lowest spatial resolution. Each subsequent layer is constructed from the previous layer using a predictor (known to the encoder and decoder), and the prediction error is encoded as the data corresponding to this layer. Obviously, all the preceding layers have to be decoded correctly in this case.

Other examples are the spectral selection (SS) and successive approximation (SA) modes in JPEG [33]. Spectral selection allows the separate encoding of transform coefficients for each block of data (this separation is useful because the human visual system has different sensitivity to different spatial frequencies). The SA option allows one to separately encode transform coefficient bits. Both modes can be used together, thus providing a possibility for very flexible system design (which has not yet been fully explored, even by researchers).

7.1.3.2 Scalable Modes in Video Compression Standards

The dominant video compression standards are H.261/H.263 and MPEG. The H.261 video compression algorithm is a motion predictive coding method that is akin to the adaptive differential pulse coded modulation (ADPCM) loop over time. It is therefore difficult to make the algorithm hierarchical without loss of performance, and thus, the standard does not currently include any scalability feature. The reason is the following: in an ADPCM prediction loop, both encoder and decoder need to compute the same prediction, that is, they need to be in the same state. To facilitate low-resolution (only) operation, low-resolution reconstruction has to be possible on its own, and therefore this is the only state usable in the prediction loop (see also Chapter 6). This restriction leads in general to a subopti-
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2This mode of progressive JPEG is popular in Internet applications. For example, the Netscape image browser uses progressive JPEG.
mal prediction for the full-resolution mode of operation and, therefore to a loss in full-resolution quality.

The video coding standard MPEG [34] comes in two varieties, namely, MPEG-1 for 1 Mbits/s, and MPEG-2 for the 5–20 Mbits/s range. Only the MPEG-2 version includes scalable or hierarchical modes, which we briefly describe below. There are two main purposes for an embedded bit stream in MPEG-2 coding:

- Layering for prioritizing of video data (e.g., unequal error protection).
- Scalability for complexity division (e.g., a standard TV set that can decode only a part of the HDTV bit stream).

A brief summary of the MPEG-2 video scalability modes follows.

(i) **Spatial Scalability** is essentially a pyramid coding mode, in which a low-resolution (subsampled) version is coded first, and its decoded version is interpolated and used as a prediction for the full resolution.

(ii) **Data Partitioning** is similar to JPEG’s frequency progressive mode. This frequency domain method breaks motion information and transform coefficients into two bit streams. The first, higher-priority bit stream contains the more critical, lower-frequency coefficients and side information (such as DC values, motion vectors). The second, lower-priority bit stream carries higher-frequency data.

(iii) **SNR Scalability** is a spatial domain method where channels are coded at identical sampling rates but different picture qualities (through control of quantization step sizes). The higher-priority bit stream contains base layer data to which a lower-priority refinement layer can be added to construct a higher-quality picture.

(iv) **Temporal Scalability** allows one to play with frame rates and is thus based on multiresolution in time. A first, higher-priority bit stream codes video at a lower frame rate, and the intermediate frames can be coded in a second bit stream by use of the first bit stream reconstruction as prediction.

### 7.2 Multiresolution Channel Coding

When dealing with an image or video source, we have seen that having a multiresolution architecture enables efficient adaptation to changing bit rates and bandwidths. Just as it is important to have an adaptive source coding strategy to efficiently adapt to changing bit rate requirements, it is equally important to match this strategy with an adaptive channel coding framework that can offer a hierarchy of "resolutions" of noise immunity to adapt to varying channel conditions. We
refer to these codes as \textit{multiresolution channel codes}. Our goal here is not to survey the state-of-the-art in channel coding theory, which is a very active area of research that has resulted in significant technological advancements, e.g., in modern technology. Rather, our motivation is to establish the conceptual dual in channel coding to the multiresolution source coding framework covered in Section 7.1. Multiresolution channel codes allow efficient adaptation to different levels of channel impairment \textit{and} to different levels of "importance" of the source (e.g., motion vectors and low-frequency information versus high-frequency residue detail). This strategy leads naturally and efficiently to joint source and channel coding in a multiresolution framework, where the multiresolution source and channel codes are efficiently matched to each other—more on this in Section 7.3.

Multiresolution channel codes offer unequal error protection. Unequal error protection channel codes have been studied extensively in the forward error-correction coding literature over the past 10–20 years [1], and there exist systematic ways of designing efficient unequal error protection codes for several families of channel codes, including block codes and convolutional codes. We are additionally interested in unequal error protection codes that are endowed with the "embedding" property. Families of embedded unequal error protection codes have the desirable property that high-rate codes in the family (offering lower noise immunity) can be embedded in their low-rate members (offering increased noise immunity). This property is very useful for applications requiring compatibility of a single transmitted information stream with several channel capacities or receiver resolutions, as in broadcast or multicast or even point-to-point communication over time-varying channels where there is no feedback, i.e., where the transmitter is uninformed of the instantaneous channel "capacity." For example, in a two-resolution case, both receiver resolutions have access to the "coarse" information layer, while the stronger receiver can additionally extract the embedded "detail" information layer. This has been shown to be superior to naive multiplexing using non-embedded unequal error protection codes [35, 36].

We shall see that the idea of multiresolution channel coding can be extended to cover modulation and demodulation systems, for example, in defining embedded modulation schemes like embedded quadrature amplitude modulation (QAM) [36]. Indeed, embedded modem schemes can coexist with unequal error protection, forward-error correction codes to form a powerful multiresolution channel coding infrastructure.

\subsection{7.2.1 Error Control Coding}

In the following paragraphs, we describe briefly the two types of error-control codes mentioned above—namely, unequal error-protection codes and embedded codes.
7.2.1.1 Unequal Error Protection Codes

As described above, unequal error protection codes are families of channel codes that can change their coding strengths flexibly and efficiently. These codes are obviously useful for protecting information sources such as images and video that are typically characterized by unequal importance of bits (due to the properties of practical coding algorithms). They are also useful for dealing with time-varying channel conditions, where the degree of needed protection varies. Unequal error protection codes have been studied for both block codes (e.g., BCH codes [37]) and convolutional codes (e.g., rate-compatible punctured convolutional (RCPC) codes [38]). RCPC codes have become very popular due to their combination of flexibility and efficiency. The basic idea is that one can define an array of codes of differing strengths by simply “puncturing” parity bits appropriately to control the rate of the code. This method is implementationally attractive because the codes come from a single family defined by an underlying finite state machine (FSM), with the various decoding resolutions being based on the same Viterbi decoding trellis structure [38]. As an example, consider an RCPC code family of rates ranging from 8/9 to 8/24. In this family, all codes are nested versions of the 8/24 code and are derived from the same FSM. Puncturing tables specifying the parity bits to be suppressed are used to control the rate of the code. RCPC codes have become popular of late for protecting image and video sources, where different components of the bit stream have different error sensitivities and are therefore deserving of different degrees of protection [39].

7.2.1.2 Embedded Codes

While the unequal error protection codes such as the RCPC codes are powerful, they are not optimally suited to applications where the transmitter is unable to alter its configuration dynamically, and one needs to have a code that is simultaneously decodable at multiple resolutions. Examples of such scenarios are broadcast and multicast (a single transmitter to several users, each having different channel capacities) or a point-to-point link without channel feedback information (uninformed transmitter). For example, if one were to use an RCPC family of codes as described above in a broadcast scenario, the worst channel would become the bottleneck for the system, and parity bits needed for the worst channel would waste the higher bandwidth of the better channels. In such scenarios, embedded codes are an attractive alternative. These codes would allow each receiver to extract the amount of information commensurate with the available capacity.

For example, a two-level embedded unequal error protection code can be described as an $(n, k_1, k_2, t_1, t_2)$ code (where $t_i$ represents the number of channel errors the code can withstand for the $k_i$ information bits). Note that one could use multiplexing schemes to achieve unequal error protection, e.g., to combine two separate
$$(n_1, k_1, t_1)$$ and $$(n_2, k_2, t_2)$$ codes into a composite $$(n_1 + n_2, k_1, k_2, t_1, t_2)$$ code. However, multiplexing is inferior to embedding [35, 36]. In other words, the combined $$(n_1 + n_2, k_1, k_2, t_1, t_2)$$ code above can be potentially outperformed by an $$(n, k_1, k_2, t_1, t_2)$$ embedded code. As an example, consider a $$(63, 12, 24, 5, 3)$$ binary cyclic unequal error protection embedded code listed in [40]. Alternatively, one can consider two smaller BCH codes with characteristics $$(31, 11, 5)$$ and $$(31, 12, 3)$$. Combining these codes to yield a $$(62, 11, 12, 5, 3)$$ code is clearly inferior to the embedded option.

While embedded unequal error protection codes are more efficient than those derived from separate forward error-correction codes, unequal error protection codes are hard to find, and no structured method has been described to design them. Lin et al. [40] tabulate all possible embedded codes of odd lengths up to 65, using exhaustive computer search. The list is fairly sparse, meaning that only a limited discrete set of rates and correction capabilities exist with embedding in the error correction coding domain. We will see that if one turns to doing unequal error protection in the modulation domain, more flexible and efficient possibilities exist.

### 7.2.2 ARQ in Universal Channel Coding

In our discussion of channel coding, we stressed the need to adapt the transport mechanism to changing channel conditions. It is worthwhile pointing out that for channels with feedback, one can use automatic repeat request (ARQ), which perfectly adapts to channel conditions. From an information theoretic standpoint (i.e., where infinite complexity and delay are permissible), there is surprisingly no advantage to having feedback when communicating over memoryless channels [4], i.e., the capacity is unchanged. In fact, the ARQ scheme reaches channel capacity over a binary memoryless erasure channel, irrespective of what the erasure probability actually is [4], i.e., it is a universal code for this channel. This feature is very powerful since without feedback, universality would be hard to achieve. Other coding schemes in the literature, e.g., [41], are universal in the sense that they can be applied to channels with unknown parameters. In [41], chaotic sequences for encoding of analog sources are shown to be better (in the end-to-end mean-square error (MSE) sense) than any digital (finite-alphabet) codes for additive white Gaussian noise (AWGN) channels in some power-bandwidth regimes.

In the case of channels with memory, feedback is known to provide theoretical advantages even in the Shannon sense, although feedback increases the capacity for a nonwhite (i.e., correlated) Gaussian additive noise channel by at
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3However, the complexity needed to attain this capacity may well be significantly lower if feedback is present [85].

4Recall that in an erasure channel, the receiver knows which symbols are erased: this is typical of packet losses in networks, for example.
most half a bit [4]. It is useful to note that if delay constraints are stringent, then feedback may be useless. Similarly, in the case of a single transmitter and multiple receivers (e.g., broadcast or multicast), the issue of ARQ is rendered moot by the presence of several unequal capacity receivers but only one transmitter.

7.2.3 Embedded Modulation

Although embedded channel codes are difficult to design, one need not restrict oneself to the forward error correction domain in order to achieve embedding. The justification for embedded transmission has its roots in Cover's classic work on broadcast channels [35]. Consider a typical broadcast scenario, where a source wishes to convey information \( \{r, s_1\} \) to a stronger receiver and \( \{r, s_2\} \) to a weaker one. Note that \( r \) represents the common message to be conveyed to both receivers. Cover established in an information-theoretic setting that the optimal strategy involves superimposing the detail information intended for the stronger receiver in the coarse information intended for the noisier receiver. That is, the superior receiver 1, in an optimal scenario, necessarily has access to the information \( \{r, s_2\} \) meant for the weaker receiver 2. While this is a theoretical result (in the Shannon sense), a practical way of realizing this embedding gain was described in [36].

Cover's concept of embedding is generic in scope and places no restrictions on the domain in which this embedding should be performed. The benefits of embedding in the modulation domain, versus in the forward error protection channel coding domain, were laid out in [36] in the form of a novel, multiresolution, embedded modulation structure that offers the embedded unequal error protection property directly in the modulation domain. The idea is simple: see Figure 7.5 for examples of "generic" two-level multiresolution constellations that have "clouds" of "satellites," characterized by an intracloud-to-intercloud distance ratio \( \mu \), as shown. Unequal levels of noise immunity are offered by these constellations, as represented by the satellites and the clouds in which they are embedded.\(^5\) The goal is to match these optimally to different levels of bit error rate requirements; e.g., for the appropriate choice of \( \mu \), the clouds may offer a bit error rate of \( 10^{-7} \), whereas the satellites may offer only \( 10^{-3} \).

A modulation-domain-based unequal error protection scheme, similar to that outlined above, has been considered for European digital audio and video broadcast [42]. Each layer of different error protection corresponds to the specific type of the receiving monitor (typically, there are three layers or resolutions) and each has

\(^5\)For example, in the multiresolution-64QAM example shown, for every two important cloud bits/symbol having increased protection, four less important satellite bits/symbol get decreased protection.
different bit error rate requirements. Thus, the quality of the received video varies gracefully with the receiver type as well as with its distance from the transmitter.

The added attraction of the embedded modulation scheme comes from being able to combine it naturally with standard error correction techniques, as was proposed in [36] and later in [43], as well as with other techniques described in the following section.

### 7.2.4 Hybrid Embedded Options

One can combine the concept of embedded modulation with other tools and strategies to obtain powerful hybrids. Examples include the combination of embedded modulation with unequal error protection channel codes (e.g., to increase the number of resolution layers), with Ungerboeck’s trellis coded modulation (TCM) [44] to achieve embedded TCM [36], with multicarrier systems to attain embedded multicarrier modulation, etc. To illustrate the power of these hybrids, we pick multicarrier modulation as a representative example [45].
We begin with a very brief review of multicarrier modulation, referring the reader to [46, 47, 48] for details. Multicarrier modulation has become a topic of great interest recently due to the demand for high-speed data transmission over twisted-pair copper wiring, an environment where severe intersymbol interference (ISI) can occur. Instead of employing single-carrier modulation with a very complex adaptive equalizer, the channel is divided into many subchannels that are essentially ISI-free. One multicarrier method in particular, discrete multitone modulation (DMT), has become extremely popular due to its efficient implementation, which uses fast Fourier transforms (FFTs) to modulate and demodulate data. DMT has been adopted as the standard for asymmetric digital subscriber loop (ADSL) telecommunications transmission technology [49, 50].

The fundamental idea behind multicarrier modulation is to divide a single communications channel into a large number of QAM subchannels that could be treated as independent additive Gaussian noise (AGN) channels—but with white, rather than colored, noise. Since each of these channels is memoryless, an equalizer is not needed. Data is divided among the subchannels, which are then modulated and summed to form a composite channel signal. At the receiver, each subcarrier is demodulated, and the data from each subchannel is combined to reconstruct the original. The "loading" problem of optimizing the power and deliverable bit rate per symbol for each QAM subchannel for a given total power budget can be done elegantly in theory with the "inverse water-pouring" principle [51]. The idea is to invert the multichannel SNR spectral profile and pour water into it. The optimal energy allocation in each subchannel is simply the amount of water it contains, with the water-level depending on the total energy budget.

Adaptivity to changing channel conditions is relatively simple in multicarrier modulation and involves periodic reloading. Thus, if a particular subchannel should become extremely noisy, it can be shut down very easily by allocating no power or bits to it, as the waterpouring algorithm would dictate. Current DMT systems [49] are channel-adaptive but are single-resolution based, i.e., there is a notion of a single, fixed quality of service (QoS), which is typically measured by a single fixed bit error rate for the entire bit stream (e.g., typically $10^{-7}$ bit error rate for xDSL [48]). In keeping with the multiresolution theme of this chapter, it is both useful and interesting to consider extensions of the single-bit error-rate regime to a multiple-bit error-rate regime, equivalent to having multiple qualities of service. This extension would result in the formulation of a multiresolution-DMT scheme that is useful whenever the source representation, due to practical constraints, has layers of unequal importance that are deserving of unequal QoS, e.g., MPEG-compressed video bit streams that have critical components, like motion vectors, and supplemental components, like high-frequency DCT coefficients. As the video-over-DSL application is one of the main catalysts for this technology, a multiresolution-DMT framework is all the more relevant and useful to consider. In
such a case, a hierarchy of appropriate bit error rates are of interest. Overlaying the concept of embedded constellations of Figure 7.5 on the multicarrier modulation framework gives an embedded, multicarrier modulation system that is characterized by *multiple embedded constellations*, one for each multicarrier subchannel. Figure 7.6 gives a simple example showing a three-carrier embedded modulation system. An optimal way of designing the embedded modulation system based on a fast, table-lookup power allocation (or loading) method has been described in [45], with performance gains of the order of 25% in actual delivered throughput (or equivalently 1–2 dB in delivered image quality for image transmission applications) for an embedded two-resolution multicarrier system over "naive" time-division multiplexing of the two priorities.

### 7.2.5 Channel Models Used in Multiresolution Channel Coding

An obviously important question is the choice of realistic yet analytically tractable channel models in our communication system analysis. Consider the general setup of the digital communication system shown in Figure 7.7. The data from the information source enters the source encoder, where it is compressed to achieve a more compact digital representation. The channel coder usually adds some controlled redundancy to the source-encoded data to mitigate the effect of channel errors. The modulator converts the discrete-alphabet sequence into a waveform suitable for transmission over the channel by means of digital modulation. The demodulator and source/channel decoders perform the inverse operations and deliver the
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*Figure 7.6* Multiresolution QAM constellations for a typical multicarrier system. Each subchannel supports embedded modulation that can carry more important and less important bits, that can be optimally allocated across the subchannels, using multiresolution power loading algorithms [45].
reconstructed data to the destination. The modulator/demodulator (modem), together with the continuous waveform channel, may be considered to be a discrete-alphabet noisy channel with input $X$ and output $Y$ taken from finite sets $\mathcal{X}$ and $\mathcal{Y}$, respectively. The discrete channel is characterized by the collection of transitional probability mass functions $p_{Y|X}(y | x)$, one for each $x \in \mathcal{X}$ [4]. This channel is called a discrete memoryless channel if the following condition is satisfied:

$$\text{Prob}(Y_k = y_k | X_k = x_k, Y_{k-1} = y_{k-1}) = \text{Prob}(Y_k = y_k | X_k = x_k).$$

This model is almost exclusively used for designing error-correction codes. It also includes the binary symmetric channel as a special case.

Although the discrete memoryless channel model is certainly a useful high-level channel model, it has the drawback of not explicitly including critical low-level communications channel parameters, such as power and bandwidth, which are hidden, and only indirectly captured in the symbol transitional probabilities. A family of somewhat more informative models is obtained if the analog waveform channel is considered. The simplest example is an AWGN channel where a signal waveform is assumed to be corrupted by AWGN independently from the signal. The performance of the communication system in AWGN is completely characterized by the signal-to-noise power ratio. The AWGN channel model and its generalization—AGN, where the noise is not necessarily white—are well suited for
stationary communication channels, when parameters of the channel are constant or changing very slowly (e.g., telephone lines).

If the channel parameters are not constant in time or frequency (such as in typical AWGN channels with fading, a popular model for wireless communications), it is reasonable to approximate the channel as a mixture of several AWGN channels indexed by states. Transition between states may be modeled by a Markov process [52]. Consider a typical fading channel for wireless communications, as in Figure 7.8. The distribution of the fading parameter $a$ depends on the actual communication channel. For example, as discussed in Chapters 1–3, in cellular communications, a good model for $a$ is that it has a Rayleigh distribution, while for line-of-sight communications, a Rice distribution is often used [53].

Each particular channel state is modeled as a discrete-time, continuous amplitude, AWGN channel with a distinct noise variance, and it is assumed that all channels are statistically independent. To justify this model, interleaving/deinterleaving is assumed to be present and to have sufficient depth to enable independent treatment of the received signals. Interleaving shuffles the sequence of data before transmission to ensure that, at the receiver after deinterleaving, two consecutive signals will have noise components that are almost independent. The reason for using interleaving is that the channel conditions in real-life fading channels have high temporal correlation and may cause bursts of errors. Since these bursts of errors are very challenging for error-correction codes, interleaving is a popular technique used in practice to randomize errors, which are easier to handle. No loss of performance occurs with this method if perfect CSI is available at the receiver. This multistate model allows approximation of a wide variety of realistic channels, such as slow fading channels or multicarrier channels, while maintaining only a moderate complexity of the analysis. To understand the multistate model, consider the following example. Suppose it is desired to approximate a memoryless Rayleigh channel by a multistate AWGN channel. By allowing $h^2 = \mathcal{E}/N_0$ to be the received carrier-to-noise power ratio, the instantaneous $h$ parameter has Rayleigh probability density function:

$$f(h) = \frac{2h}{h_0^2} \exp\left(-\frac{h^2}{h_0^2}\right),$$
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\caption{Fading communication channel. The transmitted signal $X$ is multiplied by a fading factor $a$. Then, an AWGN sample $N$ is added to the result to yield the received signal $Y$.}
\end{figure}
where $h_0 = \frac{2}{\pi} E[h]$. By approximating this distribution by a piecewise constant probability density having $N$ regions, we achieve a multistate AWGN representation that becomes exact as $N$ becomes arbitrarily large (see Figure 7.9). This approximation can be made for other carrier-to-noise ratio distributions as well, as long as the channel is memoryless.

### 7.3 Multiresolution Joint Source-Channel Coding

As mentioned above, Shannon’s pioneering result showing the separation without loss of optimality of source and channel coding [2] does not apply in practice in the face of finite delay and complexity constraints. The understanding of the superiority of a joint approach to source and channel coding in such cases has recently initiated numerous research activities in this area, a partial list of which can be found among [54, 55, 56].
In keeping with the theme of this chapter, we focus on multiresolution-based frameworks for joint source-channel coding. A natural and efficient starting point is to combine the multiresolution-based source and channel coding frameworks of Sections 7.1 and 7.2, respectively.

7.3.1 Brief History of Joint Source-Channel Coding of Images/Video

A joint approach to source and channel coding has been motivated primarily by emerging communications applications involving speech, image, and video transport. These applications typically involve strict delay and complexity requirements that do not meet the assumptions of Shannon's separation principle. Source-channel coding schemes have been relatively recent in the literature since they have been primarily driven by these emerging applications. At a high level, two approaches present themselves naturally when joint source-channel coding is considered historically. Very roughly, these approaches may be classified as being inspired by digital versus analog transmission methods.

The digital class of techniques is based on optimally allocating bits between digital source and channel codes. Source-coding bits correspond to a digitally compressed and entropy-coded stream. Channel-coding bits correspond to the parity information of a digital error-correction code. It is of historical importance to note that the idea of unequal error protection-based joint source-channel coding has been around for quite a while. For example, the idea of unequal error protection channel codes (such as unequal-strength convolutional codes) that are appropriately designed to unequally protect different source components having different error sensitivities (e.g., quantized source bit-planes) goes back at least to [54]. More efficient frameworks fashioned after similar principles have become popular recently [57]. It should be noted that this "digital" approach, while allowing higher source compression because of entropy coding, can also lead to increased risk of error propagation. The popular solution is to insert periodic resynchronization capabilities by means of packetization. The resulting synchronization and packetization overheads that are needed to increase error resilience obviously reduce the compression efficiency. The problem becomes one of optimizing this balance.

The other approach has been inspired essentially by the "graceful degradation" philosophy reminiscent of analog transmission. Thus, while the single-resolution digital philosophy adopts an all-or-nothing approach (within the packetization operation) resulting in the well-known "cliff effect," the analog-
inspired approach carries a “bend but do not break” philosophy. The idea is to do intelligent mappings of source codewords into channel constellation points, so as to have a similarity mapping between “distances” in the source coding domain and “distances” in the channel modulation domain [55, 58, 59, 60, 61]. Thus, large source distortions are effectively mapped to high noise immunity, i.e., to low probability error events, and vice versa, with intelligently chosen index assignments. Among the advantages of such an approach are increased robustness and graceful degradation. The disadvantage is the lack of a guaranteed QoS (there is no notion of “perfect” noise immunity).

It is interesting to consider hybrid versions of these two philosophies that are aimed at exploiting the best of both worlds advocated above. We dedicate Section 7.3.5 to this idea, but we provide a preview here to underline the historical perspective. A practical hybrid analog/digital transmission scheme was first proposed by Schreiber [62], using a novel analog-under-digital scheme. An all-digital solution in the same spirit was proposed in [36], where the goal was to merge the benefits of both approaches without giving up an all-digital representation. These methods enjoy the important embedding property covered in Section 7.2, making them ideally suited to applications like broadcast and multicast (see Section 7.3.3).

Joint source-channel coding schemes in the literature have been based on a variety of channel models. Historically, discrete memoryless channels and especially binary symmetric channels came first. The typical assumption was to fix the channel symbol transition probability matrix (i.e., specifying the channel symbol error probabilities of receiving symbol \( j \) given that \( i \) was sent: \( \text{Prob}(j|i) \)), which fully characterize these channel models. Based on this, the optimization of source coders or mappings from source to channel alphabets was performed. This approach was advocated for example, in [63], where an algorithm similar in spirit to the celebrated Lloyd-Max design algorithm for an optimal scalar quantizer [16] was proposed to design an optimal scalar quantizer for a discrete memoryless channel. Recall that the Lloyd-Max quantization algorithm consists of iterative optimizations of the encoder and decoder, respectively, while holding the other fixed. The encoder function deals with finding cell (or Voronoi region) partitions. The decoder function deals with finding representative codewords (or centroids) for each partition. The algorithm iteratively updates the cell partitions (for fixed representative levels), using a weighted nearest neighbor condition, and the representative levels (for fixed cell partitions), using a weighted centroid condition. The “channel-optimized” extension to the Lloyd-Max clean-channel source quantization algorithm basically involves the incorporation of the symbol error probabilities appropriately in defining the weights for the nearest neighbor and centroid rules of the algorithm.
The joint design of channel-optimized vector quantizers (VQ) and the mapping of these VQ indices to channel alphabets were presented in [58] and later in [64], where the value of "intelligent" mappings between source and channel domains was demonstrated. Due to the use of a high-dimensional VQ framework, finding these intelligent mappings is, however, generally a computationally intensive process that usually results in only locally optimal solutions.

Joint source-channel coding approaches based on the discrete memoryless channel model are useful but somewhat limiting, as this model is basically a black-box approach that does not directly and fully address the physics of the communication system, i.e., parameters like bandwidth, average/peak transmission power, delay, etc. are not explicitly included in this approach. Several joint source-channel coding schemes that include more basic communication channel parameters like transmission power and bandwidth have been studied. AWGN channels have been studied in [65, 66, 67], and extensions to Rayleigh channels were considered in [56] with a view to optimizing joint performance subject to an average transmission power constraint. The framework in [56] was based on maximum a posteriori estimation of the input source (based on tractable statistical signal models like autoregressive processes, etc.). By considering appropriate extensions of the generalized Lloyd algorithm [16] (which is a VQ extension of the scalar Lloyd-Max algorithm described earlier), an optimized signal constellation design was included in the optimization loop, leading to performance improvement over traditional separately designed systems. These schemes use fixed-length codewords, i.e., they sacrifice the increased performance of variable-length codewords (through entropy coding) for robustness. A relevant attribute of these schemes, e.g., the scalar quantizer design for binary symmetric channels in [63] and the VQ design for AWGN channels in [56], has to do with the notion of reducing the number of codewords when the channel gets noisier, i.e., to correctly match the source and channel resolutions. This matching can be very efficiently performed with the multiresolution representations, as we describe below.

The trend in the evolution of joint source-channel coding systems in recent times has been to use more accurate source and channel models, as well as more sophisticated state-of-the-art source- and channel-coding techniques. Further, as more system components are jointly designed, better performance has resulted, but at the expense of higher system complexity. As an example, inclusion of the modem in the optimization loop results in increased performance (see Section 7.3.3.3) but with increased complexity.

Let us now take a brief look at a few recent examples that consider source-channel coding in more sophisticated frameworks. An interesting combination involves the joint design of trellis coded quantization (TCQ) and TCM in [61] by
exploiting the fact that the two frameworks are duals of each other, one in the modulation (channel) domain and the other in the quantization (source) domain. The idea is to maintain a similarity relationship between distances in the source codeword space and the channel codeword space, implementationally facilitated through the use of the same finite state machine (or trellis structure). This is conceptually akin to the analog transmission philosophy introduced earlier.

Binary symmetric channel transmission of still images with RCPC codes [68] was addressed in [57] and more recently in [69], where a popular embedded wavelet-based zerotree coder [24] was combined with RCPC codes and a series-concatenated channel coder based on the “list-Viterbi decoding” principle [70]. The list-Viterbi decoding paradigm is a conceptually simple but powerful extension of the conventional Viterbi decoding paradigm in that it keeps, at each state of the trellis, a list of the $N$ best-metric paths, with the traditional Viterbi decoder having $N = 1$. The work in [70] reported substantial performance improvement over the conventional Viterbi decoder by combining a first-stage list-Viterbi convolutional coder with a second-stage error-detection coder, using a block cyclic-redundancy-check (CRC) code. This combination was achieved by declaring the correct Viterbi path as the highest-ranked candidate Viterbi path in the trellis (from the ranked top-$N$ list) that additionally passes the CRC test. A more sophisticated extension of the list-Viterbi framework has been recently considered in [71] through the use of a continuous-error-detection second stage based on arithmetic coding that dynamically checks the validity of subtrellis paths and maintains a legal top-$N$ list at each state.

By simply cascading this sophisticated channel coder with a sophisticated embedded wavelet zerotree image source coder (such as [24]) as is done in [69], one can obtain robust image transmission systems. With more powerful channel coders (such as that of [71]) and more powerful source coders (such as that of [29]), even better systems can result, as pointed out in [71]. Note that these are examples of separately designed systems that have state-of-the-art source and channel coding components. However, a subtle point is that the use of an embedded source representation, such as the wavelet coders of [23, 24], results naturally in a gracefully degraded digital system because each succeeding bit effectively represents a resolution layer. Decoding can be stopped when an uncorrectable error is detected, with the resulting quality depending on how far along the bit stream the error has occurred. This capability points to the advantages of having an embedded source representation (see Section 7.1.1). In [72], a joint design that used the distortion-rate characteristics of scalar wavelet-based source coder and RCPC channel coder was suggested. Joint source-channel coding schemes for images based on many-to-many mappings between source domain and modulation domain have also been studied, for example, in [67].
7.3.2 Basic Infrastructure of Multiresolution Joint Source-Channel Coding

We now explore a basic, high-level philosophy for multiresolution joint source channel coding, which is useful in addressing a number of relevant scenarios of interest.

Recall our terminology from previous sections of source resolution as the source quality level, and of channel resolution as the noise immunity level. A useful conceptualization involves looking at these in terms of trees having various depths or resolutions. In this framework, the set of resolutions in both channel and source coders in a very general setup can be associated with this tree structure. This multiresolution infrastructure can be illustrated compactly, as in Figure 7.10. Two source resolutions are mapped into two channel resolutions. If a feedback

![Diagram of multiresolution joint source-channel coding (MR-JSCC)](Figure 7.10) General infrastructure for multiresolution joint source-channel coding (MR-JSCC). Channel and source models are used to jointly optimize the system parameters: source encoder/decoder, channel modem, and encoder/decoder. A multiresolution representation is used at all stages in matching different system components.
channel is present, the transmitter chooses whether to send both resolutions, only
the coarse one, or perhaps neither. If there is no feedback, then all resolutions are
sent simultaneously.

To summarize, we assume, as is often realistic, that the receiver is always
informed of the channel state information, and propose the following strategy:

(i) If no feedback channel is present (we call this the uninformed transmitter
case), then at the transmitter, optimally design a multiresolution source and
codebook whose layers are optimized to the average channel condi-
tions (i.e., statistically optimized for good and bad channel states). At the
receiver, match the decoder resolution optimally to the instantaneous chan-
nel state information. See Figure 7.11(a).

(ii) If a feedback channel is present (we call this the informed transmitter case),
then both transmitter and receiver match the resolution of the encoder and
decoder, respectively, to the instantaneous channel state information in a syn-
chronized fashion. See Figure 7.11(b). Note that in this case, the use of a mul-
tiresolution framework is not theoretically optimal (except if the source obeys
a certain Markov property [5]—see Section 7.1.1), but a multiresolution
design is more flexible and attractive from an engineering perspective (due to
its architectural simplicity). There is little loss in performance typically (see,
for example, [73]), with the encoder and decoder both selecting the resolu-
tions they want, based on the channel state information.

At a high level, the proposed infrastructure of Figure 7.10 supports the key idea of
efficiently matching source and channel resolution trees to maximize system per-
formance and transcends the details of any algorithmic or implementation details
that are scenario- and application-specific.

### 7.3.3 Uninformed Transmitter Scenarios

We consider the following representative scenarios under this category. Recall that
this category refers to the case where the receiver is informed of the channel state
information, but the transmitter is not.

#### 7.3.3.1 Broadcast: Embedded Modulation

As stated earlier, the idea of embedded modulation derives its roots from Cover’s
information-theoretic results on broadcast channels [35]. The merging of the com-
pression advantages of digital transmission systems with the natural robustness of

---

6 The receiver in general has access to relevant parameters that allow it to infer the channel quality.
Figure 7.11  (a) Uninformed transmitter case: All resolutions are communicated to the receiver, which decides at which resolution to operate. (b) Informed transmitter case: Both transmitter and receiver select the resolution that matches the channel state.

analog systems was proposed by Schreiber [62] in a hybrid analog-under-digital transmission scheme for the broadcast of HDTV. The idea was to have analog information "ride on top" of digital modulation information (to form analog "clouds") with the essential information being sent digitally (to ensure lossless delivery) and the detail information riding in the analog clouds. The partitioning
between analog and digital modes of transmission was, however, done in a somewhat ad hoc manner. In the same spirit, [36] described an all-digital solution, which was aimed at more efficiently retaining the compression advantages of digital systems and optimally matching the source and channel resolutions by a stepwise, graceful degradation philosophy. Embedding was done directly in the modulation domain, using the idea of clouds and satellites depicted in Figure 7.5, offering unequal levels of protection in an efficient and continuously controllable way (through the $\mu$ parameter for a two-resolution system). Using a multiresolution embedded approach rather than naïve multiplexing of the resolutions (such as by time-division-multiplexing or frequency-division-multiplexing methods), significant gains were obtained in HDTV broadcast applications. This approach can be viewed as a practical way of realizing the theoretical results of Cover.

A modulation-domain-based, unequal error protection scheme similar to that of [36] has been considered for European digital audio and video broadcast [42]. Each layer of different error protection corresponds to the specific type of the receiving monitor (typically, there are three layers or resolutions) and has different bit error rate requirements. Thus, the quality of the received video varies gracefully with the receiver type and with distance from the transmitter.

7.3.3.2 Multicast: Layered Coding

An area where joint source-channel coding ideas have had an impact is in communicating over heterogeneous networks. In particular, the case of multicast in a heterogeneous environment is well suited for multiresolution source and channel coding.

The idea is very simple: give each user the best possible quality by deploying a flexible networking infrastructure that will reach each user at its target bit rate. More precisely, a multicast transmission can be conceptualized as existing on a multiresolution tree. Each user then reaches as many levels of the multiresolution tree as is possible, given its access capabilities. Such a scheme was proposed in [74] for a heterogeneous packet environment, such as the Internet. Figure 7.12 succinctly captures the basic idea.

While currently mostly wired links are involved in multicast applications, it is clear that mobile components are also becoming more and more important. Such a scheme would be suitable for such an environment as well, possibly with bridges between wired and wireless components.

7.3.3.3 Point-to-Point Image Transmission with No Feedback

Consider the example of point-to-point communication over slowly time-varying channels, efficiently modeled as an AWGN mixture multistate channel with no feedback. This case is conceptually similar to the broadcast case discussed in Section 7.3.3.1 in that it is a multichannel communications problem where the
transmitter cannot adapt individually to different receiver capacities. An efficient (and, in practice, near-optimal) solution can be attained by using a multiresolution design of source and channel coders, and by an optimal matching of the source-channel coding resolutions to the instantaneous channel state. At a high level, we propose the following strategy: at the transmitter, design an optimal multiresolution source and channel encoder whose layers are matched to a discrete set of target channel states having known, long-term statistical weights corresponding to the channel model. At the receiver, optimally match the decoder resolution to the channel state information.

**Example** We will now use a simple but illustrative example (from [60]) to show the usefulness of having a multiresolution approach to joint source-channel coding that incorporates the techniques advocated in the previous sections, i.e., multiresolution embedded signal constellations, a modified Lloyd-Max design for source scalar quantization, and a multistate channel model. This example is based on jointly designing source and channel coders in a tree-structured way and optimally matching the resolutions of these trees.

Consider the example of point-to-point communication over a flat fading Rayleigh channel, which can be modeled as an $N$-state AWGN channel characterized by different noise variances, with the approximation improving as $N$ increases.

Consider the source-channel coder illustrated in Figure 7.13. Suppose the channel can be in one of only two different states. In each state $s$ (with $p_s$ denoting the probability of occurrence of the state $s$), the channel is AWGN with a given noise variance $\sigma_s^2$, with the states being labeled good and bad. Suppose that the receiver knows the actual channel state whereas the transmitter has knowledge only of long-term channel statistics, i.e., the state probabilities. Suppose we want to transmit an i.i.d. (scalar) source $X$ with probability density function $f(x)$ quantized to four levels through this channel, using a 4-PAM modulation constellation, assuming the
optimal one-to-one mapping between the encoder-partitioning \( \{ y_i \}_{i=0}^3 \) and the constellation points \( \{ m_i \}_{i=0}^3 \), as also shown in Figure 7.13. The joint encoder/modulator operation is therefore to partition the source \( x \) into intervals \( \{ y_i \}_{i=0}^3 \) and map each \( y_i \) to the corresponding constellation point \( m_i \). Suppose that at the receiver a hard-decision demodulator is used to declare, based on optimized demodulator thresholds \( \{ t_i \} \), which \( m_i \) was transmitted. Finally, the decoder performs a one-to-one mapping between the \( m_i \)'s and the source reconstruction codewords \( c_i \).

Given this setting, the question is then how to choose all the system design parameters to maximize the delivered image quality for a fixed, average transmission energy (per channel symbol). The system parameters include:

- Source encoder partitions \( \Gamma = \{ y_i \} \)
- Channel modulation constellation \( \mathcal{M} = \{ m_i \} \)

![Encoder partitions diagram](image)

**Figure 7.13** Two-resolution, joint source-channel coding scheme for multiresolution 4-PAM and source codebooks having 2/4 levels.
• Receiver decision thresholds $T_s = \{ t_s \}_{s = 0, 1}$

• Source decoder codebooks $C_s, s = 0, 1$, containing the reconstruction codewords $\{ c_{s,i} \}$

Our goal is to minimize the expected distortion

$$E\{ D(X, \hat{X}) \} = \sum_{s=0}^{1} p_s \sum_{i=0}^{3} \int_{\gamma_i} f(x) \sum_{j=0}^{3} (x - c_{s,j})^2 \text{Prob}_s(j \mid i) \, dx, \quad (7.1)$$

subject to the fixed energy constraint

$$\mathcal{E}_{av} = \sum_{i} m_i^2 \int_{\gamma_i} f(x) \, dx, \quad (7.2)$$

where the transitional probabilities of decoding $c_{s,j'}$ given that $x \in \gamma_i$ in the channel state $s$, are in the form

$$\text{Prob}_s(j \mid i) = Q((t_{s,j} - m_i)/\sigma_s) - Q((t_{s,j+1} - m_i)/\sigma_s), \quad (7.3)$$

with $Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-t^2/2} \, dt$.

The $(i, s)$th integral in (7.1) is equal to the individual expected distortion if index $i$ is sent (i.e., given that $x \in \gamma_i$). These individual contributions are summed among all source symbols and averaged over two possible channel states, yielding the total expected distortion.

To solve the constrained problem of (7.1, 7.2) we introduce a Lagrange multiplier $\lambda$ [75] and solve the unconstrained problem of the form:

$$\min_{\mathcal{M}, \Gamma, T_s, C_s} \left\{ J(\mathcal{M}, \Gamma, T_s, C_s) = E\{ D(X, \hat{X}) \} + \lambda \mathcal{E}_{av} \right\}, \quad (7.4)$$

where $\lambda > 0$ is chosen to satisfy the energy constraint (7.2) and can be interpreted as a coefficient that trades off energy for distortion in the optimization process. If a solution for the unconstrained problem (7.4) exists, it is also a solution to the constrained optimization problem (7.1), (7.2). Given the expression for the cost function (7.4) the following encoding and decoding rules can be derived. Assign $x$ to $\gamma_i$ where

$$i = \arg \min_{l} \left\{ \lambda (m_l)^2 + \sum_{s=0}^{1} p_s \sum_{j=0}^{3} \text{Prob}_s(j \mid l)(x - c_{s,j})^2 \right\}, \quad (7.5)$$

i.e., where $i$ is a value of $l$ for which the expression in square brackets is minimum. Then reconstruct the $j$th codeword with

$$c_{s,j} = \frac{\sum_{i=0}^{3} \text{Prob}_s(j \mid i) \int_{\gamma_i} xf(x) \, dx}{\sum_{i=0}^{3} \text{Prob}_s(j \mid i) \int_{\gamma_i} f(x) \, dx}. \quad (7.6)$$
Sec. 7.3 Multiresolution Joint Source-Channel Coding

It is insightful to note that the cost of assigning $x$ to $y_i$ in (7.5) is a weighted sum of distortion and energy associated with this decision, which is a variation of the entropy-constrained vector quantization (ECVQ) [76] problem in which an equivalent entropy term in ECVQ is replaced by an energy term. At this step, we find the optimal position for the boundary between regions $y_i$ and $y_{i+1}$, which minimizes the cost function (7.4) with all other parameters being fixed. The decoding rule (7.6) is a variation of the weighted centroid condition in the channel-optimized Lloyd-Max quantizer. The decoding rule (7.6) simply assigns the expected value of the transmitted signal $X$ to the reconstruction level $c_{s,j}$, thereby minimizing the mean-squared error. (Recall that the minimum MSE estimator for a random variable $X$ from the observation $Y$ is the one that estimates $X$ as $E[X | Y]$.) It is possible to formulate the optimal encoding (values of $m_j$) and decoding ( $T_{s,j}$ ) rules given the cost-function in (7.4), but it appears that an analytical solution is not feasible because of nonlinear relations (through the $Q$-function) between transitional probabilities $\text{Prob}_{(j | i)}$ in the optimal receiver and channel coder parameters. On the other hand, if a suboptimal receiver (for example, a maximum-likelihood receiver) is used, then the performance of the system degrades dramatically because the constellation points are not equiprobable.

For our simple example, it is clear that the optimal solution would be the one that allows two different distortion-optimized decoders, one for each channel state. The receiver should use the channel state information to switch between these two decoders. Such a design, while manageable for a two-state AWGN channel model, is clearly impractical when the number of states gets large (as needed to approximate the desired channel arbitrarily closely) since this would require a separate design for each channel state and hence would significantly increase the complexity. This problem can be addressed by allowing only a few multiresolution codebooks and devising an optimal decoding strategy for deciding which codebook should be used in each channel state (see Figure 7.11(a)). Embedded modulation is used to provide different levels of noise immunity. In our example, the lowest resolution codebook $C_0$ has only two reconstruction levels and is used during the bad channel state, while the full-resolution codebook $C_1$ is used in the good state. Thus, in this simplified example, we can guarantee that the all-important sign information will be delivered in both channel states, while refinement of this information will be possible only during good channel states. The important message is that this two-mode approach is better than trying to decode at full-resolution at all times.

The degradation in performance due to constraining the number of codebooks to a multiresolution codebook, rather than having separate codebooks for each channel state, has been shown in [73] to be insignificant—the key observation is that in bad channel conditions, the optimal design naturally chooses a lower source codebook resolution, validating the simpler and more elegant multiresolution approach.
results of this simplified example are easily extended to more practical real-world scenarios by a similar concept of optimally matching the source resolution and signal constellation resolution "trees" in accordance with the time-varying channel. This matching leads to improved performance over separately designed source and channel coders with the real-time operation needing only table lookups. The results, when applied to wavelet image transmission, reveal substantial gains, of the order of 2–3 dB in PSNR, over conventional systems in fading channels.

We note that for the special case of a Gaussian memoryless source and an AWGN channel, the mapping from the source domain into the signal constellation will tend to become linear as the number of levels in the source-channel coder increases (see Section 7.3.5.1 below). Actually, linear one-to-one mapping (when the channel signal amplitude is determined by scaling the source sample amplitude) will achieve the optimal performance theoretically attainable (OPTA) for this source and AWGN channel within an energy constraint [3]. Unfortunately, for other source distributions, linear mappings are no longer optimal, and optimal mappings are not known in most cases; in such cases, numerical techniques are necessary [56, 60].

7.3.4 Informed Transmitter Case

We now turn to the situation in which a feedback channel is available so that both the transmitter and the receiver have knowledge of the channel state.

7.3.4.1 Point-to-Point Image/Video Transmission with Feedback

If the current channel state or feedback from the receiver is available at the transmitter, this information can often be used to improve the system performance for channels with memory. In the case of perfect channel state information availability to both transmitter and receiver, they can both tune to the instantaneous channel state information (see Figure 7.11(b)). Clearly, with other conditions being equal, the performance for this case will be superior to that of the uninformed transmitter case, where the receiver alone can tune the resolution, while the transmitter has to transmit all resolutions. As noted earlier, the use of a multiresolution framework is not theoretically optimal, but a multiresolution design is far more flexible and convenient, and in practice, there is little performance loss [73, 77]. The use of channel-matched hierarchical vector quantization for image transmission over noisy channels with feedback has been described in [77], building on the hierarchical VQ source coding framework of [78].

A significant advantage of having feedback channels is that for applications where delay requirements are not overly stringent, they can be used to signal errors in the received digital stream if additional redundancy is spent on error detection (ARQ schemes). Indeed, ARQ can be used as a universal channel coding
scheme, as pointed out in Section 7.2.2. One of the most effective ARQ schemes is
called the Class 2 hybrid ARQ [40], which basically uses an ARQ-based scheme to
alternately send data and parity. (A half-rate invertible code is used from which,
given the parity information, the data can be obtained by simple inversion.)

Note that improved versions of this hybrid ARQ scheme can be obtained ac-
cording to a multiresolution concept by using the idea of incremental parity. For ex-
ample, this idea can be implemented very efficiently by using systematic versions of
a family of UEP channel codes like RCPC, as was shown in [79]. The idea is simple.
The data is sent first with a few parity bits (highest rate code). If this data is ac-
knowledged without error (as detected with a block CRC check), the next data
packet is transmitted; otherwise, only incremental parity bits (corresponding to the
next level of channel code) are sent. Thus, the strength of the channel code is gradu-
ally adapting to the channel conditions, permitting the channel bandwidth to be
used efficiently. Note that there is a price to be paid in terms of increased redun-
dancy (i.e., bits spent on error detection) and, more importantly for real-time appli-
cations, delays due to retransmissions. There exists an interesting trade-off between
delay and redundancy that can be explored in a continuous way that uses a frame-
work based on error-detection via arithmetic coding [80]. Typically, a 16-bit CRC
code performs error detection in ARQ protocols [40]. Though efficient, the CRC can
detect errors only after an entire block of data is received. In [80], a method of error
detection is used that provides a continuous trade-off between the amount of re-
dundancy added and the amount of time before an error is detected. The method of
detection, achieved with an arithmetic codec, has the attractive feature that it can be
combined very easily with an arithmetic-coding based source coder, as is popular in
state-of-the-art image coders [23, 24]. When this method of error detection is applied
to ARQ protocols, significant gains in throughput performance (or equivalently, de-
livered image quality) are obtained over conventional ARQ schemes [80].

Recent results [71] also demonstrate the gains of continuous error detection
applied to serial concatenated coding schemes with convolutional codes. As
mentioned in Section 7.3.1, continuous error detection can be integrated into list-
Viterbi decoding to improve system performance in the face of limited memory/
complexity constraints. By combining both ARQ and serial, concatenated forward
error correction with continuous error detection, powerful hybrid ARQ schemes
can be devised.

7.3.5 Hybrid Techniques in Image Transmission

We have hinted at the potential of hybrid analog/digital techniques (or, in other
words, compressed/uncompressed methods) for image transmission. Before we
explore this topic in more detail, let us summarize the facts. The compressed mode
of operation has a much more compact representation but is maximally vulnerable
to channel errors. Therefore, this mode needs controlled redundancy via channel
coding to ensure that these errors are not catastrophic, but this insurance may
come at a steeper price than is necessary. On the other hand, the uncompressed
mode has increased error-resilience due to the lack of error propagation, but com-
pression efficiency is potentially compromised. This situation leads to the obvious
question of whether it is possible to get the best of both worlds.

As a prelude to addressing this interesting question, we consider a fundamen-
tal but little-referenced result from Berger’s book on rate-distortion theory [3] that is
highly relevant to the approach one might adopt in devising hybrid solutions; see
also [41].

7.3.5.1 Transmission of Gaussian Signals over Gaussian
Noise Channels

Shannon taught us that a theoretically optimal way of transmitting information
from point to point is via the separation theorem. This approach involves the source
coder doing the best it can (in the rate-distortion sense) in tandem and in separation
from the channel coder doing the best it can (in the sense of transmitting at a rate
that is within an arbitrary positive ε of the channel capacity). Thus, the smallest dis-
tortion attainable by any source-channel system where the channel capacity is C is
given by D(C), i.e., the source distortion-rate D(R) function evaluated at R = C. As
with all Shannon-like results, this result comes with the usual package of potentially
infinitely complex codes for both source and channel coding.

There is an illuminating special case, however, that dispenses with this in-
finitive complexity argument without losing theoretical optimality. This case serves as
a great motivator for considering hybrid joint source-channel coding methods in
image transmission, as we describe shortly. Suppose we wish to communicate over
an AWGN channel with X being a discrete-time, continuous-amplitude source,
and N the AWGN noise that is uncorrelated with X. Suppose Y = f(X) is the
encoder function such that Y is the transmitted signal. The received signal is
\( \hat{Y} = Y + N \). The decoder function \( g(\cdot) \) performs an optimal estimation of \( X \), i.e., it
reconstructs \( \hat{X} = g(\hat{Y}) \).\(^7\) The problem is to determine \( f(\cdot) \) and \( g(\cdot) \) to minimize the
expected distortion \( E[(X - \hat{X})^2] \) subject to the variance of \( Y \) being fixed (the last
constrains the transmitted energy). In [3] (p. 162), Berger showed that:

“The optimum PAM system for transmitting a memoryless \( N(0, \sigma_s^2) \) source at
the Nyquist rate over an ideal bandlimited channel with additive, zero mean,
white Gaussian noise and an average input power constraint achieves the least
MSE theoretically attainable with any communication system whatsoever.”

\(^7\)Note that \( X, Y, \hat{Y}, \) and \( \hat{X} \) are vectors of possibly different dimensions. In our discussion, we sup-
press the issue of different dimensionalities for clarity of presentation and assume that they are all
scalar random variables.
The version of this result applied to discrete memoryless AWGN channels rather than continuous Gaussian noise channels can easily be shown by observing that the distortion-rate function for the Gaussian source evaluated at the capacity of a power-constrained AWGN channel is equal to

$$E[(X - \hat{X})^2] = \sigma_s^2 \left(1 + \frac{P}{N_0}\right)^{-1},$$

where $N_0 = E[N^2]$ is the variance of the noise and $P = E[Y^2]$ is the energy of the transmitted signal per source symbol. The smallest possible theoretical MSE distortion (above) is, interestingly, at the same time that of the optimal PAM system for the same power constraint, where the encoder function $f(\cdot)$ is a simple linear scaling of the signal by the factor $\sqrt{P/\sigma_s^2}$, and the function $g(\cdot)$ is the linear minimum mean square error estimator of $X$:

$$\hat{X} = \sqrt{\frac{\sigma_s^2}{P}} \frac{1}{1 + \frac{N_0}{P}} \hat{Y}.$$ 

These results clearly show that no digital compression and channel coding scheme can outperform the simple linear mappings for a Gaussian source and an ideal, band-limited AWGN channel. Also observe that source and channel coding are not performed separately but in a joint linear mapping operation. This is a simple but powerful example of the potential of joint source-channel coding. When the source is not Gaussian, however (e.g., even generalized Gaussian [81]), linear mappings are no longer optimal. For this case, optimal analytical mappings are not known, and one has to resort to numerical methods [60], as illustrated in Section 7.3.3.3.

Further, the optimality of linear mappings does not hold for the case of composite or mixture sources, even in the Gaussian case [82]. This case is of interest because Gaussian mixture distributions have been shown to be very accurate for modeling wavelet image coefficients [29], where a coding algorithm based on this model attains performance that ranks among the very best in the cited literature. For clarity of the presentation, we consider a slightly simpler version of this problem here. Suppose the source (typically, the wavelet image decomposition) consists of independently distributed Gaussian random variables having different standard deviations $\sigma_i, i = 1, 2, \ldots, N$. This source is to be transmitted over $N$ identical parallel Gaussian channels with a total power constraint. Let $P$ and $D_{\text{OPT}}$ be the average energy and distortion per source sample. Then, the optimal performance theoretically attainable is obtained by “inverse waterfilling” for source coding and “waterfilling” for channel capacity [4], and, in a low target distortion case, can be shown to be

$$D_{\text{OPT}} = \left(\prod_{i=1}^{N} \sigma_i\right)^{2/N} \frac{1}{1 + \frac{P}{N_0}} .$$
Unfortunately, the optimal PAM for each channel will not achieve this performance, and the distortion will increase by a factor \( K \) given by

\[
K = \frac{D_{\text{PAM}}}{D_{\text{OPTA}}} = \frac{\left(\frac{1}{N} \sum_{i=1}^{N} \sigma_i\right)^2}{\left(\prod_{i=1}^{N} \sigma_i\right)^{2/N}}.
\]

Nevertheless, \( K \) typically is small (empirical results reveal that it is typically about 0.5 dB for wavelet coefficients of typical natural images [82]); then, considering the complexity needed to approach the theoretical upper bound by use of conventional Shannon-type arguments, the simplicity of a joint source-channel mapping approach becomes very attractive.

7.3.5.2 Applications to Image Transmission

For recovery from channel errors, some amount of the communication link load has to be reserved for redundant information. This fact, however, does not necessarily imply that this redundancy should be inserted \textit{in toto} by channel-coding techniques into a maximally compressed data stream. In [2], Shannon mentioned the possibility of using the redundancy left in the source to combat channel errors. For many practical image and video applications, it may well be better to optimally split the redundant information between source data and channel code parity. Indeed, the task of assigning all redundancy to the channel coder is a corollary of the separation principle and may well be suboptimal for finite complexity systems.

We illustrate by a specific example the advantage of this approach [83]. The basic idea is that the source redundancy, which is still present in practical state-of-the-art image and video source coders (and which enables postprocessing, error concealment, etc.) can be used to improve the performance of the channel decoder or to recover from channel errors in the decoding process \textit{as early as possible}. One promising approach to using source redundancy is based on the philosophy that if there is any a priori information about the source, obtained by observing the previously received channel signals, this information can be used to aid the channel decoding. Instead of making errors in the channel decoder and then trying to correct for them with postprocessing techniques, it may be smarter to put forth the best effort up-front to avoid having to do error concealment in the first place. This approach was advocated in [84], where the a priori information about the source was used to help the Viterbi decoder in estimating the correct path for RCPC-encoded data. This idea was developed further in [79], where the usefulness of digital compression via entropy coding was questioned. It was demonstrated that, for certain situations, it pays to leave the redundancy in the source instead of trying to get rid of it by compression and then reinserting it with the channel coding. However, the question of optimal partitioning of the parity information between source
and channel coders was not addressed. Also, lossless transmission was enforced with a hybrid ARQ scheme, which is typically suboptimal for video communications applications due to the high loss tolerance of the source and strict delay requirements.

The question of efficient allocation of redundancy between source and channel coders for delivery of visual data over low-power wireless channels has been recently addressed in [83] as the question of how to efficiently represent an image or video source into compressed and uncompressed subsets. The motivation is based on integrating the two classes of joint source-channel coding techniques (based on analog and digital transmission techniques, respectively) mentioned in Section 7.3.1.

To summarize, the first class consists of a quantized, entropy-coded, compressed layered source representation illustrated with the conventional digital system (upper path) in Figure 7.14. The goal here is to minimize the total distortion

---

**Figure 7.14** Conventional digital and hybrid system diagrams. The upper path of the hybrid system corresponds to the conventional entropy-coded digital system (first approach). The lower path of the hybrid system corresponds to a non-entropy-coded system (second approach).
due both to source quantization and to channel noise, subject to a total bit rate constraint on source and channel codes. This minimization could be done with a state-of-the-art image compression platform based on entropy coding (variable code lengths), such as the zerotree wavelet-based SFQ coder of Section 7.1.2.3, followed by a power-efficient modulation scheme such as BPSK [53]. The second class of methods involves the combined design of source quantizers without entropy-coding (fixed code lengths) jointly with a PAM modulation scheme (recall Section 7.3.5.1), with a view to minimizing the total distortion subject to a total transmission power constraint (lower path in Figure 7.14). The joint source-channel coding algorithm of [60] (see the example of Section 7.3.3.3) based on energy-optimized, multiresolution, codebook design is a representative of this class.

The intuition behind trying to integrate these classes comes from understanding the fundamental trade-offs associated with a mixed mode of operation. When the channel is clean, high compression ratios are desirable because bit errors are rare, and the compressed mode is preferred. When the channel quality degrades, however, the unequal importance of the source bits that is typical of compressed imagery requires unequal error protection techniques. When the channel degrades to a certain point, lowering the source resolution and transmitting it more reliably is more important (see the example of Section 7.3.3.3). A drawback of the uncompressed mode is that there is no notion of guaranteed QoS (i.e., bit error rate) as is typical of conventional digital communication systems. This property limits its utility in multistage transmission systems, where, for example, perfect error recovery is possible with the use of line repeaters. However, for a large class of single-hop end-user links, e.g., mobile terminals and “backpack” mobile units, this lack of guaranteed QoS is not an issue. Another drawback of the uncompressed mode of operation is that the number of channel uses is likely to beneedlessly large. For example, an $N \times N$ image sent using scalar quantization and a 1 to 1 mapping between quantization and modulation points as in [60]—see lower path of Figure 7.14—would require $N^2$ channel uses, which could exceed available resources for even moderate values of $N$. This problem could be tackled with vector mappings from source domain to modulation domain as in [67]. An alternate and simpler method based on scalar mappings has been described in [83], where the key idea is to dispense with the need to transmit $N^2$ coefficients through the use of the wavelet zerotree structure, and combine this structure with simple scalar quantization of the significant image wavelet coefficients. This approach results in a high-performance image coder for slow-fading, energy-constrained channels.

The idea in [83] is to induce a source decomposition into two components, each suited to the appropriate mode of transmission outlined. Thus, while a subset of the image decomposition is treated much more effectively with the compressed mode above, its complementary subset can fairly accurately approximate the
above assumptions for which PAM is theoretically optimal (see Section 7.3.5.1). Taking as a platform the zerotree-based, wavelet SFQ image coder of [27] (see Section 7.1.2.3), the coded data, consisting of the digital zerotree significance map information and the residue subband coefficients, is partitioned into two subsets, one of which is compressed, using entropy-coding, and unequally error-protected, using appropriate RCPC channel coding. The other component is transmitted uncompressed, using a one-to-one PAM-mapping. The key idea is that the number of analog channel uses can be reduced with the aid of the digital zerotree data structure, which requires the transmission of only significant wavelet coefficients. By efficiently controlling the trade-off between these two modes in a simple way, it was shown that significant gains (2–3 dB in PSNR) can be attained by this hybrid system over fully compressed UEP digital systems. An interesting observation is that the lower the delay requirement, i.e., the lower the rate of channel usage per source symbol, the higher the fraction of the uncompressed mode that is used by the optimal hybrid system [83]. See the reconstructed images of Figure 7.15 and

Figure 7.15  Reconstructed image in the conventional reference system in the Rayleigh channel 31.9 dB PSNR. $E_b/No = 17$dB. BPSK with soft decisions and perfect channel state information is assumed. The total rate is 0.2 channel usages per source symbol.
Figure 7.16  Reconstructed image in the hybrid system in Rayleigh channel 34.7 dB PSNR, $E_b/N_0 = 17$ dB. Perfect channel state information is assumed. The total rate is 0.2 channel usages per source symbol.

Figure 7.16 for a subjective comparison of the conventional and hybrid systems, respectively.

7.4 CONCLUDING REMARKS

In this chapter, we have outlined some of the key research issues related to the design of practical, efficient, robust image communications systems for applications like wireless communications and video transport over heterogeneous networks. We have stressed the use of flexible and elegant multiresolution frameworks for designing joint source-channel coding algorithms for such systems. The field of joint source-channel coding, as pertaining to the research, design, and deployment of fundamentally sound and practical end-to-end efficient image communications systems and algorithms, is in its relative infancy. There are many interesting open questions, and in this multimedia age, where one is in constant danger of being unable to separate hype from substance, this field stands out as
offering an attractive arena for the fusion of sound theory with important applications and promises to be a research area with high impact.
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Underwater Acoustic Communications

David Brady
James C. Preisig

Much of the development of the preceding chapters is applicable to a broad range of wireless networks, although there is a strong emphasis on radio-frequency (RF) systems and their applications. And while underwater acoustic channels and systems share many features with their RF counterparts, there are also important differences. In this chapter, we describe the special characteristics of underwater acoustic channels and show how they impact system design.

The underwater acoustic channel (UAC) is quite possibly nature’s most unforgiving wireless communication medium. Multipath delay spreads exceed 60 ms for horizontal medium-range channels, and frequency responses may exhibit deep nulls. Fading processes may be fast or slow, frequency selective or frequency nonselective, depending on the direction of propagation and conditions of the water column. Battery and mission lifetimes restrict the transmitter powers of practical modems to 30W. High-frequency absorption losses and low-frequency ship noise confine the transmission bandwidth to less than 40 kHz for medium-range shallow-water applications. The UAC is a broadcast channel, and the aggregate bandwidth must be shared by an asynchronous group of noncooperating
users. The low propagation velocity of sound in water (1500 m/s) translates wave or modest platform motion to significant Doppler compression and permits the use of a slowly time-varying channel model only if phase and synchronization tracking are given special attention.

Underwater communication has been used since the beginning of the 20th century to permit a data link between the surface and the water column \(^1\). Today underwater acoustic telemetry is used to communicate between untethered platforms, such as underwater vehicles (UV) and data logging stations. Manned or unmanned oceanographic exploration, ocean monitoring, and the offshore oil industry all rely on underwater acoustic telemetry.

This chapter presents an overview of the state of underwater acoustic communications and the role of signal processing in this field. We begin with the development of an appropriate channel model. We describe the relationship between environmental conditions and the characteristics of the channel model, then we analyze the impact of these characteristics on the communications problem. We then turn our attention to digital modulation and signal processing techniques that facilitate demodulation: adaptive equalization, estimation, and detection in sparse systems, multiuser detection, and multisensor detection. We present adaptive techniques that are especially suited for the UAC to reduce convergence time, tracking error, or computational complexity. The chapter also highlights current problems in this active research area and reviews approaches to their solutions.

### 8.1 The Underwater Acoustic Channel

From the communications perspective, the underwater acoustic channel poses many challenges to the realization of reliable, high-rate communications. In this section, we summarize many of the salient physical characteristics of the channel and their effects on the communications problem. The section begins with a discussion of the ray model for acoustic propagation, its dependence on the speed of propagation of sound in the ocean, and the dominant mechanisms for sound speed variability in the ocean. Then, we address the bandwidth constraints imposed by the absorption and spreading of sound in the ocean, the sources of noise in the ocean, and their effects on achievable signal to noise ratios. Finally, we discuss the dominating influence of both time-invariant and time-varying multipath propagation and relate these effects to the input/output response and statistical characterization.

\(^1\)However, the possibilities of underwater communication were envisioned by Leonardo da Vinci as early as 1490: “If you cause your ship to stop, and place the head of a long tube in the water and place the outer extremity to your ear, you will hear ships at a great distance from you.” (See [1].)
of the communications channel. Excellent material covering the general topic of sound propagation in the ocean is contained in [2, 3].

### 8.1.1 The Ray Propagation Model

In most conditions, sound waves at middle and high frequencies (> 5 kHz) can be reasonably modeled as propagating along paths or rays through the ocean. A good rule of thumb is that this model is valid when the spatial scale of the inhomogeneities in the ocean is larger than the wavelength of the sound. Since the speed of sound is approximately 1500 m/s in the ocean, the wavelength in this region is less than one-third of a meter. In a homogeneous environment, the rays' paths would follow straight lines radiating from the source. However, the sound speed structure of the ocean is highly variable, both spatially and temporally. In accordance with Snell's Law, the spatial variability induces a bending of the rays referred to as refraction. Consider a simplified, two-dimensional model for the ocean, shown in Figure 8.1, in which the sound speed \( c \) is a function of depth \( z \).

In this case, the path of a refracted ray in this environment is described by the pair of differential equations

\[
\frac{d\theta}{dx} = c(z)^{-1} \frac{dc(z)}{dz}
\]

(8.1)

![Figure 8.1](image) The ray model for acoustic propagation.
and
\[ \frac{dz}{dx} = -\tan(\theta(x)). \] (8.2)

Here, \( x \) denotes the horizontal distance from the source, \( z(x) \) denotes the depth of the ray at that range, and \( \theta(x) \) denotes the angle of the path with respect to the horizontal (\( \theta(x) < 0 \) indicates a ray pointed downward). In an environment in which the speed of sounds varies in all three physical dimensions (\( x, y, \) and \( z \)), the ray paths refract horizontally as well as vertically. However, the spatial gradient of the speed of sound tends to be much smaller in the horizontal than in the vertical, so the horizontal refraction is usually much smaller than the vertical refraction.

In addition to refraction within the water column, rays experience reflection from the sea surface and sea floor. The nature and strength of the reflections or scattering depend primarily on the amplitude and spatial scale of the roughness of the water/air or water/bottom interface and the density, sound speed, and absorption properties of the bottom material. Accounting for both the refraction of rays as described by Snell’s Law and the reflection of rays at the sea surface and sea floor, the sound propagates along many paths from a source to a receiver, as shown by the solid lines in Figure 8.1. The nature and effects of this multipath propagation are discussed more fully in Section 8.1.4.

### 8.1.2 Sources of Sound Speed Variability

The spatial and temporal variability of the speed of sound in water is a result of the inhomogeneity of the physical properties of the water. A reasonable approximation of the sound speed in sea water is given by [2]

\[ c(T, S, z) = 1449.2 + 4.6T - 0.055T^2 + 0.00029T^3 \]
\[ + (1.34 - 0.01T)(S - 35) + 0.016z. \] (8.3)

Here, \( c \) is the sound speed in meters/second, \( T \) is the water temperature in degrees Celsius, \( S \) is the salinity in parts per thousand, and \( z \) is the depth in meters of the point at which the sound speed is evaluated. The dependence of sound speed on depth is due to the dependence of sound speed on the hydrostatic pressure. The functional dependence of the speed of sound on environmental conditions yields different sound speed characteristics in different environments.

In the deep oceans at mid-latitudes, the approximately isosaline water combined with solar heating of the upper portion of the water column yields the characteristic sound velocity profile shown in Figure 8.2. When this type of sound velocity profile is encountered, the refraction of rays towards the region of minimal
sound speed creates a natural waveguide in which rays are trapped. This region is referred to as the sound channel, or SOFAR channel.

In shallow waters, a greater variety of sound speed conditions is often encountered. Following the passage of a storm when the entire water column has been well mixed or in the winter months when solar heating is minimal, the sound speed is nearly constant with depth. At other times, solar heating, the presence of less saline water flowing from rivers and bays, and the tidally driven mixing of this water with oceanic water masses yield a characteristic sound speed profile, shown in Figure 8.3. With no mid-water sound channel present, sound propagating in shallow water experiences a greater extent of interaction with the sea surface and
sea floor than generally occurs in the deep oceans. In general, this interaction results in higher signal losses and temporal variability.

### 8.1.3 Signal Losses and Ambient Noise

The signal losses encountered by propagating sound and the ambient noise present in the ocean significantly influence the received signal-to-noise ratio (SNR). The primary mechanisms of signal loss are *spreading loss*, *absorption loss* in both the water and the bottom, and *scattering loss* at the sea surface and sea floor. The
spreading loss associated with the propagation of sound occurs in primarily two types. In regions close to the sound source where the wavefront radiates spherically, the conservation of energy results in an attenuation of the signal energy by a factor of \( r^{-2} \), where \( r \) is the range from the source. Further from the source, the vertical propagation of the sound energy reaches the limits imposed by the sea bottom, sea surface, or sound channel. At this point, the wavefront begins to radiate in a cylindrical fashion from the source, and the resulting attenuation of the signal energy is by a factor of \( r^{-1} \).

While the speed of sound and spreading losses are independent of the frequency of the sound, the absorption of sound by the water is highly dependent on frequency. The absorption of sound by the water is the result of the conversion of acoustic energy into heat. A number of physical mechanisms govern this conversion (see [3] for a complete description). Formulas such as Eq. (3.3.6) in [3] are available to compute the attenuation rate of sound due to absorption in sea water. Figure 8.4 shows the attenuation coefficient in dB/kilometer as a function of frequency for sound in sea water at the sea surface with a temperature of 14 degrees Celsius and salinity of 35 parts per thousand. As can be seen, the attenuation coefficient rises rapidly with frequency, effectively limiting the channel bandwidth at all but very short ranges.

Acoustic signals are attenuated by interaction with the sea surface and sea floor. The losses are caused by rough surface scattering at both interfaces and absorption losses within the bottom. When the sea surface is rough, the reflection of the acoustic energy from the surface is not specular but is scattered in a multitude of directions. Most of the energy that is scattered in a direction other than the direction of the receiver is effectively lost. While the sea floor does not perfectly reflect acoustic signals, the reflected signals also contain a mixture of specularly reflected and scattered signals. Once again, the energy in the scattered signal is lost. In addition, since the reflection of energy at the sea floor is incomplete, sound will penetrate into the bottom. The absorption of sound in the bottom is significantly higher than that in the water, resulting in further signal losses.

In the deep oceans, the presence of the sound channel limits the surface and bottom interaction. Sound propagating in the SOFAR channel interacts with neither the sea surface nor sea floor and can travel for long distances with no attenuation other than spreading losses and absorption by the water. Any sound that leaves the sound channel and interacts with the sea surface or sea floor is attenuated quickly and is often ignored at ranges past a few times the water depth. However, in shallow water the lack of a mid-water sound channel makes surface and bottom reflected signals a significant portion of the propagating sound. On all but the calmest of days, the rough characteristic of the sea surface yields nonspecular scattering of the sound. The scattering loss associated with sound interaction with the sea surface
and the scattering and absorption loss associated with sound interaction with the sea floor conspire to reduce the effective range over which sound will travel in shallow water. Bottom interaction losses are most prevalent in the presence of downward refracting sound speed profiles, such as that shown in Figure 8.3. See [2] for a more complete treatment of these effects.

A second major determinant of the received signal-to-noise ratio is the ambient noise present in the ocean. There are many sources of ambient noise in the ocean, including breaking waves, marine life, and passing ships. The nature of the noise depends strongly on its source. Significant noise can be generated by marine
organisms such as whales, fish, and shrimp. In the case of shrimp, the noise is highly impulsive and can severely disrupt the operation of a communications system [4, 5]. Another significant natural source of ambient noise is that generated near the surface of the ocean by breaking waves and rain. Since the generation of breaking waves is primarily driven by the winds, noise generated by these sources is highly dependent on the weather conditions [38]. Man-made sources of noise in the ocean contribute to the ambient noise as well. Predominant among these sources are ships’ propulsion machinery. With a large number of possible sources in the ocean, the level of the total ambient noise field can vary widely. In one location over a several-week period, measured noise levels ranging from 90 dB to 120 dB were reported [6].

Ignoring the losses due to surface and bottom interaction, signal fading due to multipath effects, and the effects of shadow zones (regions where rays of sound will not reach), the average signal power at a range \( r \) from a narrowband source can be estimated by

\[
SL = 169 \, \text{dB} + 10 \log_{10}(P) - a_s r - 20 \log_{10}(d/2) - 10 \log_{10}(r - d/2). \tag{8.4}
\]

Here, \( SL \) is the signal level in dB, \( P \) is the radiated signal power in watts, \( a_s \) is the absorption coefficient in dB/meter, \( r \) is the range in meters, and \( d \) is the ocean depth in meters. It has been assumed here that the radiating transducer is omnidirectional and that \( r > d \). The first two terms account for the radiated power, the third term accounts for absorption loss, the fourth term approximates spherical spreading loss, and the final term approximates cylindrical spreading loss. Assuming a center frequency of 15 kHz, the water conditions used to generate Figure 8.4, a water depth of 50 m, and a radiated power of 20 W, the average signal power as a function of range (in kilometers) is shown in Figure 8.5. Assuming that ambient noise conditions range between 90 dB and 120 dB, as reported above, signal-to-noise levels can be seen to range from 32 dB to 2 dB at 1-km range and 8 dB to -22 dB at 10-km range.

### 8.1.4 The Multipath Propagation Model

As in the case of RF systems discussed in earlier chapters, multipath propagation is one of the dominant environmental influences on the performance of acoustic communications systems in the ocean. This multipath is usually time-varying, and there are many sources of the temporal fluctuations. These include internal waves (i.e., vertical movement of the inhomogeneous layers of the water mass), internal turbulence, tidal flows, surface waves, and platform motion. Researchers have long attempted to develop a stochastic framework for characterizing and analyzing the effect these fluctuations have on acoustic signals. The seminal work in this
area was published in 1979 and reviewed in 1983 [7, 8]. These works concentrate on analyzing the effect of internal waves on acoustic propagation in deep water. However, the paradigm developed therein of decomposing the path followed by sound into micro- and macro-multipath structure serves as a useful starting point for analyzing more general environmental fluctuations. Analyzing these fluctuations in the shallow-water environment continues to be an active area of research. Chapter 10 of [2] also contains a good treatment of the subject. The analysis in [7] and the many derivative publications consider the propagation fluctuations for a propagating monochromatic signal. In Section 8.1.4.1, this method of analysis is detailed. In Section 8.1.4.2, the results from Section 8.1.4.1 are extended to include...
wideband signals and yield a description of the fluctuations in the input/output response of the channel.

8.1.4.1 Micro- and Macro-Multipath

The micro- and macro-multipath classification decomposes the acoustic channel into that portion whose characteristics depend on slowly varying and quasi-deterministic properties of the ocean and that portion whose characteristics depend on rapidly varying stochastic properties of the ocean. We begin by representing the spatially and temporally varying sound speed structure of the ocean, using

\[ c(z, t) = c_0(1 + U_0(z, t) + \mu(z, t)). \]  

(8.5)

Here, \( c_0 \) represents the nominal sound speed, \( z \) is the spatial position vector, and \( U_0(z, t) \) represents the spatially and temporally variant changes to the index of refraction caused by static or slowly changing environmental factors. Such factors include pressure changes with depth and the variations in water temperature and salinity caused by tidal cycles, daily heating and cooling, seasonal changes, and large-scale geographic variations. The term \( \mu(z, t) \) represents the rapid changes to the index of refraction caused by such sources as internal waves and turbulence.

Suppose a source at a particular location transmits a signal \( e^{j\omega t} \), and suppose that signal is received by a sensor at another location. Assume that there are no rapid stochastic fluctuations in the environment (i.e., \( \mu(z, t) = 0 \)), that the sea surface is flat, and that the sea floor has only large-scale features. Here, the terms small and large scale refer to spatial scales that are small or large with respect to the nominal acoustic wavelength, \( 2\pi c_0/\omega \). Let \( \tilde{X}_i(t, \omega) \) be the portion of the received signal that would propagate along the \( i \)th ray connecting the source to the receiver. We can express \( \tilde{X}_i(t, \omega) \) as

\[ \tilde{X}_i(t, \omega) = H_i(t, \omega)e^{j\omega t}, \]  

(8.6)

where \( H_i(t, \omega) \) is a complex-valued function that accounts for the slowly varying phase delay and attenuation of the signal propagating along the \( i \)th ray. \( H_i(t, \omega) \) depends not only on \( c_0 \) and \( U_0(z, t) \) but also on the source and receiver positions and the large-scale bathymetric features of the sea floor. The rays defined under the above assumptions (e.g., the solid lines in Figure 8.1) are referred to as the macro-multipath structure of the channel.

If we remove the three aforementioned assumptions, the sound would not necessarily follow the rays defined by the macro-multipath structure. Instead, the sound would be refracted and scattered by the small-scale features represented by \( \mu(z, t) \) and the roughness of the sea surface and sea floor. In this case, the actual path followed by the sound is modeled as staying within a ray tube surrounding the nominal ray. In Figure 8.1, the gray regions represent the ray tubes surrounding each nominal ray. For small-amplitude or large-scale environmental fluctua-
tions, the sound may follow a single perturbed path within a ray tube. As the amplitude of the fluctuations increases and their scale decreases, the single path followed by the sound may split into many micropaths within the ray tube. Thus, the portion of the received signal that propagates within the \( l \)th ray tube will be the sum of signals that propagate along the one or more micropaths within the tube. These micropaths constitute the micro-multipath structure of the channel. Accounting for the combination of signals propagating along the micropaths within the ray tube, we can express the portion of the received signal that propagates through the \( l \)th ray tube as

\[
X_l(t, \omega) = \Psi_l(t, \omega)\bar{X}_l(t, \omega) = \Psi_l(t, \omega)H_l(t, \omega)e^{j\omega d}.
\]  

(8.7)

Here, \( \Psi_l(t, \omega) \) accounts for the fluctuations in the received signal due to the micro-multipath structure of the \( l \)th ray tube.

Accounting for all of the rays between the source and receiver, the received signal can be expressed as

\[
X(t, \omega) = \sum_{l=1}^{L} X_l(t, \omega),
\]  

(8.8)

where it is assumed that there are \( L \) rays. For different rays between the source and receiver, the ray tubes in the channel generally have little overlap. Thus, unless the scale of the environmental fluctuations is as large as the separation between rays, the micro-multipath-induced signal fluctuations in different ray tubes will show little correlation. This behavior is discussed more fully in Section 8.1.4.3.

The amplitude and spatial scale of the stochastic component of the environmental fluctuations determine the nature of the fluctuations in the micro-multipath structure of the channel. When these environmental fluctuations have a very small amplitude or the scale of the environmental fluctuations is greater than or equal to the radius of a ray tube, the signal will follow a single perturbed path within each ray tube. The channel in this case is said to be unsaturated. For slightly stronger fluctuations and with the same scale of fluctuations, the signal will simultaneously propagate along several perturbed paths within each tube and the perturbations in the paths will be coherent. A channel showing these characteristics is said to be partially saturated. If the strength of the fluctuations increases beyond this level or if the spatial scale of the environmental fluctuations becomes smaller than the radius of a ray tube while the strength of the fluctuations remains modest, the channel will be fully saturated. In this case, the signal will follow many perturbed paths within the ray tube, and the path perturbations will be independent.

The likelihood of encountering a fully saturated channel will increase if either the range from source to receiver is increased or the frequency of the signal is increased. Results in [25] indicate fully saturated channel conditions at a frequency of
50 kHz and range of 1 km. Reference [38] indicates the onset of full channel saturation at a range of 60 km for a frequency of 1 kHz. Analysis in [9, 10] indicates this onset at a range of around 5 km for a frequency of 20 kHz. Reference [40] reports experimental results indicating either an unsaturated or partially saturated channel at ranges of 2 to 5 km and frequency of 10 kHz. While these results provide rough guides as to what channel conditions yield saturation, the actual degree of saturation will be highly dependent on the dominant local sources of micro-multipath fluctuations in the region of propagation.

The theoretical analysis in [9, 10] does not consider the fluctuations caused by surface scattering. References [11, 12, 13, 14] as well as Chapter 9 of [2] contain explicit treatments of surface scattering effects. Experimental evidence [15] also indicates that bottom scattering can have a significant effect on the micro-multipath fluctuations in the shallow-water acoustic communications channel.

### 8.1.4.2 Wideband Channel Characterization

The monochromatic signal results from the preceding section can be extended to yield a wideband characterization of the channel between source and receiver [16]. The particular characterization we use is the input delay-spread function [17] denoted by \( g(t, \tau) \) and discussed in Chapters 1 and 3. The channel input/output relationship using the input delay-spread function is

\[
x(t) = \int_{-\infty}^{\infty} g(t, \tau)s(t - \tau) \, d\tau.
\]  

(8.9)

Here, \( s(t) \) is the channel input and \( x(t) \) is the channel output. We can see that if the input delay-spread function is independent of the time \( t \), \( g(t, \tau) \) reduces to the time-invariant impulse response. Denote the Fourier transform of \( s(t) \) by \( S(\omega) \) and define the time-variant transfer function, \( G(t, \omega) \), using the Fourier transform relation

\[
G(t, \omega) = \int_{-\infty}^{\infty} g(t, \tau)e^{j\omega\tau} \, d\tau.
\]  

(8.10)

It is then straightforward to show that

\[
x(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} G(t, \omega)S(\omega)e^{j\omega t} \, d\omega.
\]  

(8.11)

With the Fourier transform of the transmitted signal denoted by \( S(\omega) \), we can exploit the linearity of the channel to express the portion of the received signal that propagated through the \( l \)th ray tube as

\[
x_l(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S(\omega)X_l(t, \omega) \, d\omega.
\]  

(8.12)
Substituting (8.7) into (8.12) and defining

\[ G_l(t, \omega) = \Psi_l(t, \omega)H_l(t, \omega) \]  

(8.13)
yields

\[ x_l(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} G_l(t, \omega)S(\omega)e^{j\omega t} \, d\omega. \]  

(8.14)
Comparing (8.11) and (8.14), we see that \( G_l(t, \omega) \) is the time-variant transfer function of the \( l \)th ray tube.

To calculate the input delay-spread function of the \( l \)th ray tube, \( g_l(t, \tau) \), we begin with

\[ g_l(t, \tau) = \frac{1}{2\pi} \int_{-\infty}^{\infty} G_l(t, \omega)e^{j\omega \tau} \, d\omega = \frac{1}{2\pi} \int_{-\infty}^{\infty} \Psi_l(t, \omega)H_l(t, \omega)e^{j\omega \tau} \, d\omega. \]  

(8.15)

Denote the micro-multipath input delay-spread function of the \( l \)th ray tube as \( \psi_l(t, \lambda) \). Then,

\[ \Psi_l(t, \omega) = \int_{-\infty}^{\infty} \psi_l(t, \lambda)e^{-j\omega \lambda} \, d\lambda. \]  

(8.16)
Substituting (8.16) into (8.15) and rearranging yields

\[ g_l(t, \tau) = \int_{-\infty}^{\infty} \psi_l(t, \lambda)\left[ \frac{1}{2\pi} \int_{-\infty}^{\infty} H_l(t, \omega)e^{j\omega(\tau-\lambda)} \, d\omega \right] \, d\lambda. \]  

(8.17)

Note that the term in the brackets is the macro-multipath input delay-spread function of the \( l \)th ray, which we denote as \( h_l(t, \tau - \lambda) \). We can then rewrite (8.17) as

\[ g_l(t, \tau) = \int_{-\infty}^{\infty} \psi_l(t, \lambda)h_l(t, \tau - \lambda) \, d\lambda. \]  

(8.18)
The input delay-spread function of the \( l \)th ray tube is therefore equal to the convolution in the delay variable of the macro- and micro-multipath input delay-spread functions for the \( l \)th ray and ray tube, respectively.

Combining the input delay-spread functions for all ray tubes, the channel input delay-spread function is given by

\[ g(t, \tau) = \sum_{l=1}^{L} g_l(t, \tau). \]  

(8.19)
Figure 8.6 shows a snapshot in time of the input delay-spread functions that could correspond to the propagation paths shown in Figure 8.1. The solid black impulses represent the macro-multipath input delay-spread function for each of the rays, and the gray shaded regions represent the scaled and translated micro-multipath input delay-spread functions for each of the ray tubes. For each ray tube,
the total input delay-spread function is the convolution of the micro and macro-multipath functions. Note that the slowly varying macro-multipath structure influences primarily the delay and amplitude of the cluster of arrivals for each ray tube. Thus, the relative delays and amplitudes of the clusters of arrivals at one or more sensors will change on a time scale commensurate with that of the macro-multipath structure. The rapidly varying micro-multipath structure for each ray tube influences the detailed shape of the arrival for that ray tube and induces a temporal spreading of the arrivals for each tube. Thus, the particular structure of the arrivals within each cluster will change on a time-scale commensurate with the micro-multipath structure. Note that the temporal spreading function is different for each of the tubes.

Figure 8.7 shows a snapshot of the amplitude of the estimate of the complex baseband input delay-spread function for a channel in shallow water. For this example, the water depth was approximately 20 m, the distance from transmitter to receiver was approximately 200 m, and the signal covered a frequency range of 11.5 to 17.5 kHz.

Figure 8.8 shows the temporal evolution of the amplitude of the same estimated input delay-spread function over a 1.75-s interval. The estimates were made with a deterministic least squares algorithm with an averaging window of 0.02 s. The horizontal axis represents delay, the vertical axis represents absolute time, and the amplitude is represented in the gray scale. Here, there are two major clusters of arrivals. The first shows small temporal fluctuations while the second path fades in and out over intervals of 0.4 s.
Finally, Figure 8.9 shows the temporal evolution of the phase of the same estimated input delay-spread function.

Notice that the taps corresponding to the first significant cluster of arrivals as identified in Figure 8.8 show a slow but continuous phase drift. However, during the intervals when the taps corresponding to the second cluster of arrivals have significant amplitude, those taps show no such phase drift. The phase drift in the taps for the first cluster is the result of a Doppler shift along the corresponding ray tube and is discussed in Section 8.1.5. While the delay spread for this very short-range channel is only 6 ms, spreads exceeding 80 ms are common in longer-range channels (e.g., see Figure 8.10).

8.1.4.3 Spatial/Temporal Channel Statistics

The micro- and macro-multipath decomposition of the channel allows us to predict the spatial and temporal channel statistics as a function of the level of saturation of the channel. We can represent the input delay-spread function for a channel by clusters of taps in a tapped delay line, each tap having a time-varying and complex-valued weight applied to its output. Each cluster corresponds to the input
delay-spread function for a particular ray tube. When the channel is either unsaturated or partially saturated, the fluctuations of the tap weights within a cluster will be coherent. However, when the channel is fully saturated, the incoherent fluctuations on each micropath within the ray tube will induce independent fluctuations in the tap weights within a cluster [25]. Whenever the spatial scale of environmental fluctuations is smaller than the separation between ray tubes, the fluctuations of the tap weights in different clusters will be independent of one another.

When examining the coherence among tap weights corresponding to the channels from a transmitter to two spatially separated receivers, we must first establish a pairing of the clusters of arrivals in each of the channels. Assume that we start with the two receivers located at the same point and establish a pairing between the individual clusters of arrivals at each receiver. Then, as we move one of the receivers and adjust the ray tubes to follow that receiver, we maintain the same pairings between the clusters of arrivals at that receiver and the clusters of arrivals at the stationary receiver. As long as the adjusted ray tube in a pair can be treated as a continuous perturbation of the original ray tube, we may continue to treat the two clusters of arrivals corresponding to the two ray tubes as belonging
Figure 8.9 Evolution of input delay-spread function (phase).

to the same basic ray. When the channel is either unsaturated or partially saturated, there will exist some coherence between the tap weight fluctuations for the clusters of arrivals at each receiver belonging to the same basic ray. This coherence will decrease as the spatial separation of the receivers increases. At some point, when the separation between the paired ray tubes exceeds the spatial scale of the environmental fluctuations, this coherence will be lost. When the channel is fully saturated, coherence between the corresponding taps of paired clusters will be lost whenever the receivers are separated.

For the case of unsaturated or partially saturated channels, it is interesting to compare the interpath coherence at a single sensor (i.e., the coherence between taps in different clusters at one receiver) with the intersensor coherence for a single path (i.e., the coherence between taps in paired clusters at different receivers). Our analysis above tells us that for channels that are not fully saturated, the intersensor coherence for a single path will be greater than the interpath coherence at a single sensor. This coherence structure can be exploited in the development of multichannel demodulation algorithms, as discussed in Section 8.4.4.

Correlation analysis of the estimates of the input delay-spread function, using the same experimental data used to generate Figures 8.7 through 8.9, gives
us examples of this coherence structure. The transmitted signal was received at 4 sensors. The sensors were located on a vertical line with an intersensor spacing of 1 m (approximately 10 wavelengths at the center frequency). For each sensor, the taps corresponding to the largest clusters of arrivals were identified. In each case, there were two significant clusters of arrivals. Let the estimate of the $n$th significant tap of the complex baseband, discrete-time input delay-spread function for the $k$th sensor at time $n$ be denoted by $g_{k,n}[n]$. Assuming that there are $M$ significant taps, we let

$$g_k[n] = \begin{bmatrix} g_{k,1}[n] \\ \vdots \\ g_{k,M}[n] \end{bmatrix}.$$ 

The time-averaged auto- and cross-correlation coefficient matrices for $g_1[n]$ through $g_4[n]$ are shown in Figure 8.11. The top row contains the auto-correlation coefficient matrices. The second row shows the cross-correlation matrices between $g_1[n]$ and $g_2[n]$ through $g_4[n]$. The third row shows the cross-correlation matrices
Figure 8.11  Channel tap correlation coefficient matrices.

between $g_2[n]$ and $g_3[n]$ and between $g_2[n]$ and $g_3[n]$. Finally, the fourth row shows the cross-correlation matrix between $g_3[n]$ and $g_4[n]$. In all cases, the coherent averaging window was 1 s.

The block diagonal correlation structure of the matrices in the first row clearly shows the strong correlation between the taps belonging to the same ray tube and the much weaker correlation between the taps belonging to different ray tubes. Notice that for some of the matrices, the off-diagonal elements for one of the clusters of arrivals are slightly smaller than those for the other cluster, indicating a higher level of saturation for the ray tube corresponding to the cluster with the smaller off-diagonal elements. As predicted by our analysis above, the intersensor correlation for the taps in the first cluster of arrivals at each sensor is much stronger than the interpath correlation at each sensor. However, note that the taps in the second cluster of arrivals at the fourth sensor have a relatively weak correlation with the corresponding taps at the other sensors, indicating either a higher level of
saturation on the corresponding ray tubes or a greater spatial separation between these ray tubes. The significant spatial coherence between arrivals at locations separated by 10, 20, and 30 wavelengths implies strong possibilities for coherent spatial filtering with arrays of receivers. In addition, it implies that significant separations between receivers are necessary for spatial diversity techniques which rely on independent channel fading to be effective.

Strong spatial coherence over an even larger effective aperture has been reported from another experiment [18]. In this experiment, the range from source to receivers was 660 m, the water depth was 17 m, the frequency of transmission was 86 kHz, and the two receivers were vertically separated by 0.992 m (57.7 wavelengths). Even with this large receiver separation, significant coherence between the signals received at the two sensors was observed.

8.1.4.4 The Vertical Multipath Channel

The preceding discussion of the characteristics of the multipath channel is most applicable to the horizontal channel (i.e., the case where the primary spatial separation between the transmitter and receiver is in the horizontal dimension). However, in some cases, the transmitter and receiver lie on a nearly vertical line and their spatial separation is primarily vertical. The multipath characteristics of the resulting vertical channel can deviate significantly from those described above.

The difference in characteristics of the horizontal and vertical channels is primarily due to the different scales of environmental fluctuations in the horizontal and vertical dimensions. In general, the horizontal gradient of these fluctuations is much smaller than their vertical gradient. Thus, ray paths connecting a source and receiver that lie in a vertical line will have little refraction, and the cluster of arrivals corresponding to a ray tube will show little spreading. The multipath that does exist will be due to successive reflections of the sound off the sea surface and sea floor. The resulting multipath structure will show narrow clusters of arrivals separated by the round-trip propagation time from the receiver to either the sea surface or sea floor. There will be almost no arrival energy in the spaces between the clusters. The input delay-spread function of the channel will thus have a sparse structure in the delay parameter. Algorithms exploiting this sparse structure are discussed in Section 8.4.2.

8.1.5 Doppler Effects

Until now, we have not paid special attention to channel fluctuations caused by relative motion of the transmitter, receiver, or significant scattering surfaces in the environment. As discussed in earlier chapters, when any of these objects moves in
a manner that causes an increase (or decrease) in the length of a propagation path between the source and receiver, it induces a corresponding expansion (or compression) of the time axis for the received signal. That is, if the speed of sound propagation is $c$ m/s, the length of a single propagation path is increasing at a rate of $v$ m/s, and the narrowband signal $\text{Re}[s(t)e^{j\omega_0 t}]$ is transmitted, then the noiseless, undistorted received signal will be

$$r(t) = \text{Re}[s(t)\left(1 - \frac{v}{c}\right) - \tau_o)e^{j\omega_0 t\left(1 - \frac{v}{c}\right) - j\omega_0 \tau_o}],$$

where $\tau_o$ is a fixed delay. If the bandwidth of $s(t)$ is small with respect to its center frequency this scaling of the time axis is modeled as a frequency shift of the signal. That is, the received signal is given by

$$r(t) = \text{Re}\left[s(t - \tau_o)e^{j\omega_0 t\left(1 - \frac{v}{c}\right) - j\omega_0 \tau_o}\right].$$

The mean of the frequency shift of the signal over some window of time is referred to as the Doppler shift of the signal. Removing this mean, the remaining frequency fluctuations in the signal are referred to as the Doppler spread of the signal. A significant source of Doppler spread is the scattering of the sound by the time-varying sea surface. See [23] for a discussion of this type of Doppler spread.

If a receiver does not compensate for the Doppler shift in the received signal, there remains an apparent phase rotation in the tap weights of the channel input delay-spread function at a rate of $e^{-j\omega_0 \frac{v}{c} t}$. Assuming a center frequency of $\omega_0/2\pi = 15$ kHz, the Doppler shift associated with a velocity of 1 m/s is approximately 10 Hz. Such a phase rotation of the taps of a channel can cause severe tracking problems with many adaptive algorithms. However, an important property of this type of time variation is that it is highly correlated from tap to tap. The recognition and exploitation of this fact in [44] led to a suitable equalizer structure for phase-coherent communications and is discussed in Sections 8.3 and 8.4.1.

In some situations, the different clusters of taps associated with different ray tubes can experience different Doppler shifts. A simple example of this is the situation where two ray tubes lead from the transmitter to the receiver. The first tube goes upward from the transmitter, bounces off the sea surface, and is reflected down to the receiver. The other tube goes down from the transmitter, bounces off the sea floor, and is reflected up to the receiver. Then, if the transmitter moves in an upward direction, the channel taps associated with the first tube will experience a negative Doppler shift while the taps associated with the second tube will experience a positive Doppler shift. Recent research has indicated that the techniques

\(^2\text{As in previous chapters, Re[•] and Im[•] denote the real and imaginary parts, respectively, of their complex arguments.}\)
developed in [44] and described in Section 8.4.1 are often incapable of providing reliable communications when such multiple Doppler shifts are present [19].

8.1.6 Channel Latency and Coherence Times

A final distinguishing characteristic of the underwater acoustic channel is the relationship between the channel latency (i.e., the time it takes for a signal to propagate through the channel) and the coherence time of the channel fluctuations. Data presented and referenced herein indicate that the characteristics of a channel can change significantly in one-half of a second or less. However, for a channel with a range of just 1 km, the one-way propagation time from transmitter to receiver is greater than two-thirds of a second. Therefore, in many situations, the channel can change significantly in the time it takes for the signal to propagate from the transmitter to the receiver. Such a situation makes it difficult to implement modulation or coding algorithms that require accurate knowledge of the particular realization of the channel through which communication is being attempted. Platform motion can also have a significant effect on multiple-access techniques that require precise timing of signal receptions. Motion of just a single meter can shift the arrival time of a signal by two-thirds of a millisecond. This shift can span many channel symbols in a high-rate system and can occur in much less time than it takes a signal to propagate through all but very short-range channels. Thus, the synchronization of the user’s transmissions to achieve reception without multiple-access interference or the use of significant guard bands will be difficult in many channels.

8.2 Platform Constraints in Underwater Acoustic Communications

Many applications of underwater acoustic communications involve communication with or between autonomous underwater vehicles or remotely deployed instrumentation. In both situations, the communications system faces significant constraints on the permissible size of the communications equipment and on the power available to this equipment.

The size constraint can limit the choice of the operating frequency of the system. In general, the power efficiency of an acoustic transducer is proportional to the ratio of its size to the acoustic wavelength. So, in order to obtain an efficient transducer with which to transmit the sound, a high frequency must often be used. However, the high-frequency sound will experience greater attenuation in the water than would lower-frequency sound. Thus, the frequency must be chosen to obtain a balance between transducer efficiency and signal absorption.
The constraint on available power most obviously limits the signal energy that can be radiated. However, this constraint also places limits on the complexity of the modulation and demodulation algorithms that can be used in a system. In general, the power consumed by a processor is proportional to the computational capability provided by that processor. Thus, the power constraint also constrains the computational capability available to implement modulation and demodulation algorithms. Combining the rapidly changing multipath channels whose delay spreads approach a hundred symbols with significant power limitations on oceanographic instrumentation or autonomous underwater vehicles, the computational complexity of demodulation algorithms can quickly exceed the available computational capability. For this reason, the development of computationally efficient algorithms is an important and active area of research. Some past and current work in this area is discussed in Sections 8.4.2 and 8.4.4.

8.3 A BRIEF HISTORY OF UNDERWATER ACOUSTIC COMMUNICATIONS

There has been considerable progress in improving communications over the channels discussed in the preceding sections. Here we identify those communication techniques that have advanced the field. This section is not intended to be an exhaustive historical review, and the reader is directed to [21] for a review of underwater acoustic communications prior to 1967, to [22] and the references therein for a review of acoustic telemetry prior to 1983, to [23] for a review of recent advances in phase-coherent underwater acoustic communications, and to the articles in [24] for reviews of modulation techniques, equalization and coded modulation as applied to the UAC.

Underwater acoustic communication systems can be classified according to how the transmitter and receiver combat the effects of multipath fading. Important to this classification is the concept of diversity, which, as discussed in Chapter 1, is the transmission of the communication message through independently faded channels [31]. Explicit diversity is characterized by intentional transmissions through distinct subchannels in time, frequency, geometric space, or waveform space. Due to the independence of the subchannel fading processes, the channel error probability is exponentially decreasing in the number of retransmissions, or diversity order. Coding across these subchannels (other than repetition coding) is known to make efficient use of the channel bandwidth [31]. Implicit diversity can be achieved by spectrally spreading the message signal over a single transmission band having a width $W$ much larger than the coherence bandwidth of the channel. This wideband signal can be used at the receiver to resolve and identify the individual multipath arrivals spaced in delay by more than $1/W$ [32]. If these complex amplitudes can be
accurately estimated and tracked, a receiver can use implicit diversity to achieve an error-rate improvement identical to that of explicit diversity [33]. Using the concept of diversity, underwater acoustic communication systems can be grouped into three classes, as to whether the links use (1) no diversity techniques, (2) only explicit diversity reception, or (3) at least implicit diversity processing.

The first class of underwater acoustic communication systems includes those that did not employ diversity techniques. This class includes most of the early analog communication systems, which used careful hydrophone placement to compensate for multiple path propagation via distinct angles of arrival. The development of reliable underwater acoustical communications began after World War II with the Gertrude, an analog, amplitude-modulation system that permitted communication to submarines [25]. Single-sideband derivatives of the Gertrude are still used in modern diver communication systems [26] and perform well for vertical or ultrashort-range horizontal links with negligible multipath propagation.

Several digital underwater acoustic communication systems also belong to this first class. The development of digital UAC links were reported as early as 1960 [27, 28]. These systems dealt with multipath by acoustic baffling and by using very low rate channel codes [29]. A typical digital communication system of this type, described in [30], permitted 4800 bits per second (BPS). Early implementations of multiuser detectors for UACs did not employ diversity methods and minimized multipath-induced distortion by transmitting vertically through the water column [36]. Digital communication links through horizontal, shallow-water channels have also been designed without diversity techniques [39]. In this case, multipath propagation was avoided through the use of many transmit transducers.

The second class of underwater communication systems use explicit diversity reception. Most of these systems employed digital modulation. Perhaps the most carefully documented communication link of this class is the digital acoustic telemetry system (DATS) [34]. The DATS was designed for transmission of digital data in an environment that exhibited frequency-selective multipath fading and extreme phase instability. The DATS transmitted coded data using on-off, multiple-frequency shift keying modulation in the 45–55 kHz frequency band, provided a coarse word synchronization reference with a gated 30 kHz header tone, and a provided continuous 60 kHz pilot tone for Doppler tracking. In one implementation of DATS, a 400 BPS digital data stream was transmitted at a baud (symbol) rate of 100 Hz by encoding 4 bits per baud with an (8,4)-Hamming code. The Hamming codeword elements selected from eight tones spanning 2 kHz at each baud period. A slow frequency-hopping scheme translated the set of eight tones for each baud period to minimize intersymbol interference. The receiver coherently estimated the Doppler shift with a phase-locked loop (PLL) whose output was used to adapt the downconversion carrier, nominally at 50 kHz. The DATS detector tracked the hopping pattern to determine the frequency span for the current word and implemented
an inverse FFT to extract the squared magnitudes of the received gated tones. Non-coherent, soft-decision detection was used to estimate the 8-bit codeword.

Since the coherence bandwidth of the UAC in [34] was 2 kHz, the above system did not utilize frequency diversity per se. However, trivial changes in the implementation would permit eightfold diversity reception. Variants of this communication system are still under investigation [35]. Several commercially produced acoustic modems follow the DATS format and permit reliable transmission through highly reverberant multipath channels at modest complexity [37]. This communication link is quite insensitive to Doppler shifts as well. In the configuration described above, the DATS system can tolerate about 600 Hz of Doppler shift if the PLL is successfully tracking the pilot tone, and about 25–50 Hz of Doppler shift when the pilot PLL loses lock on the received tone. Since 0.5 m/s corresponds to 17 Hz of Doppler shift for an underwater acoustical tone at 50 kHz, this Doppler tolerance translates to a relative platform drift between 1 m/s and 8 m/s. Other configurations of the DATS have been reported for deep water channels [43].

The third class of underwater acoustic communication systems includes those modems that utilize implicit diversity reception. Specific examples of implicit diversity reception include RAKE filtering, fractionally spaced decision-feedback equalization, wideband array processing, and echo cancellation. Explicit diversity reception can be used in these systems as well. Digital underwater acoustic links in this class have demonstrated the greatest spectral efficiency to date (measured in BPS per Hertz of transmission bandwidth) of all systems operating with the same number of sensor elements, input signal-to-noise ratio (SNR) and bit error rate [23]. Communication links that employ implicit diversity processing have shown the greatest promise to provide reliable, high-speed, and power-efficient links. As of this writing, research is most active for these types of communication systems, and digital signal processing techniques for implicit diversity systems are the focus of the remainder of this chapter.

Perhaps the earliest reference to single-sensor implicit diversity for UACs is [41]. In that work, coherent echo cancellation compensated for intersymbol interference in a phase-shift keying (PSK) communication system. References to adaptive equalization as a means to provide high-speed underwater acoustic communications appeared in the literature in the early 1990s [42]. Much work has been done on the development of demodulation algorithms for multichannel receivers, and it remains an area of active research [16, 39, 45, 47, 86, 87, 88, 89, 90].

An impetus for current signal processing research in UACs is provided by the results in [44] for single-sensor reception and [45] for multisensor reception. These works demonstrated the feasibility of high-rate phase-coherent digital communications through highly reverberant shallow-water channels, by means of adaptive channel equalization. With regard to current research in this field, the most important contribution of [44] was a decomposition of the time-varying input
delay-spread function of shallow-water channels into two tandem subsystems: a complex baseband input delay-spread function whose coherence time spanned hundreds of milliseconds, and a unit-gain complex amplifier whose instantaneous phase is approximately affine over tens of milliseconds. This second subsystem accounts for the Doppler shift introduced by relative platform motion, as was discussed in Section 8.1.5. Prior to this work, it was thought that shallow-water channel taps exhibited mutually uncorrelated temporal trajectories, both in magnitude and phase. Adaptive channel identification under this hypothesis would usually not produce convergence within the coherence time of the overall channel. In hindsight, the (common) phase variation of all taps yielded a rapidly time-varying channel over the averaging window for the estimator. The work in [44] presented the first demonstrable evidence that the phase trajectories for significant input delay-spread function taps were strongly correlated and that the common phase rotation of these taps could be tracked by a single, second-order, digital PLL. Employing a common phase correction, an adaptive, fractionally spaced, decision-feedback equalizer (DFE) was shown to converge and compensate for the channel distortion. Convergence of equalizer taps is not possible in some shallow-water channels without this phase compensation. This result is quite different from equalization for twisted-pair links, whose (few) equalizer taps may converge in the absence of common phase tracking, even for similar frequency offsets. An analysis of the effects of residual phase errors on adaptive equalization is presented in [46].

### 8.4 Signal Processing in Digital Underwater Communications

In the remainder of this chapter, we describe some of the ways that advanced signal processing can enhance the performance of underwater communication systems.

#### 8.4.1 Detection of Linear Digital Modulation

We begin by reviewing the detection strategy presented in [44] for coherent detection of single-sensor reception of linear digital modulation. Multisensor reception is reviewed in another section. Both the channel model and the adaptive filtering metric are described in the deterministic, weighted least squares framework. Provided a scalar $\lambda \in (0, 1)$, there is a temporal window ending at time $t_0$ and having an approximate duration of $T/(1 - \lambda)$ seconds, over which the baseband complex channel output is modeled as

$$r(t) = \sum_n d_n g(t, t - nT) + n(t)$$

$$\approx \sum_n d_n h(t - nT)e^{j\varphi(t)} + n(t), \quad t - t_0 \in [-T/(1 - \lambda), 0).$$
Here, \( g(t, \tau) \) denotes the input delay-spread function as discussed in Section 8.1.4.2, \( \{ d_n \}_{n=-\infty}^{n-1} \) represents a known or accurately detected complex symbol sequence, \( [n_0 - t_0 / T] = 0 \), \( T \) denotes the channel symbol (or baud) period, \( \phi(t) \) is an unknown affine function described in Section 8.1.5, \( h(\tau) \) is an unknown, deterministic, time-invariant impulse response, and \( n(t) \) is baseband, complex, stationary Gaussian noise with a flat power spectral density over the transmission bandwidth. It is assumed that the “forgetting factor” \( \lambda \) was chosen to maximize the temporal window width for which \( g(t, \tau) = h(\tau)e^{j\phi(t)} \). It is also assumed that coarse synchronization has provided an approximate temporal reference for the impulse response and that Doppler compression is expressed as a phase rotation. Coarse synchronization may be achieved by preceding a data packet by a brief signal whose energy spectral density is broad.

An adaptive, fractionally spaced, DFE was proposed in [44] as a receiver structure and is shown in Figure 8.12.

The feedforward filter samples the observation at rate \( 1/T_s \), an integer multiple of the symbol rate \( 1/T \), and produces outputs at times \( nT \). After phase correction, the output at time \( n_0 T \) is \( p_{n_0} \), where\(^3\)

\[
p_{n_0} = a^H r(n, \tau) e^{-j\omega \phi(n + \theta)},
\]

\[
r(n, \tau) = [r(nT + N_1 T_s + \tau) \cdots r(nT - N_2 T_s + \tau)]^T,
\]

where \( a, \omega, \) and \( \theta \) and \( \tau \) are filter coefficients. The fractionally spaced front end is especially adept at correcting for an error between \( \tau \) and the true timing phase [48]. The filter’s temporal span \( T_s(N_1 + N_2 + 1) \) should be chosen to allow

\(\text{Figure 8.12} \) Adaptive, fractionally spaced, decision-feedback equalizer.

\(^3\)The superscript \( ^H \) denotes the conjugate-transpose operator. The superscript \( ^T \) denotes the transpose operator.
for nonminimum phase responses, such as the one shown in Figure 8.9, and residual timing jitter due to Doppler dilatation/compression.

The feedback filter in Figure 8.12 linearly combines $M$ previous symbol decisions to suppress residual causal intersymbol interference and forms $q_{n_0}$ at time $n_0 T$, where

$$q_n = b^H d(n)$$

$$d(n) = [\tilde{a}_{n-1} \cdots \tilde{a}_{n-M}]^T.$$  \hspace{1cm} (8.21)

The complex predecision variables $\tilde{a}_n = p_n - q_n$ are quantized to form final decisions $\hat{a}_n$

The adaptation rules presented in [44] yield extremal solutions for the deterministic weighted squares metric

$$J_n(a, b, \tau, \omega_d, \theta) = \sum_{k=0}^{n} \lambda^{n-k} |\tilde{a}_k - a^H r(k, \tau)e^{-j(\omega_d k + \theta)} + b^H d(n)|^2.$$  \hspace{1cm} (8.22)

Gradients of $J_n$ with respect to the receiver parameters can be obtained directly from the observations and take the form \footnote{The gradient of $J$ with respect to a complex vector $v = x + jy$ is defined as $\nabla_v J = \nabla_x J + j \nabla_y J$. A complex vector $w$ is normal to this gradient if $\text{Re}(w^H \nabla_v J) = 0$.}

\begin{align*}
\frac{1}{2} \nabla_a J_n &= \left( \sum_{k=0}^{n} \lambda^{n-k} v(k) v^H(k) \right) a - \left( \sum_{k=0}^{n} \lambda^{n-k} v(k) d^H(k) \right) b - \left( \sum_{k=0}^{n} \lambda^{n-k} v(k) \hat{a}_k^* \right),
\frac{1}{2} \nabla_b J_n &= \left( - \sum_{k=0}^{n} \lambda^{n-k} d(k) v^H(k) \right) a + \left( \sum_{k=0}^{n} \lambda^{n-k} d(k) d^H(k) \right) b + \left( \sum_{k=0}^{n} \lambda^{n-k} d(k) \hat{a}_k^* \right),
\frac{\partial}{\partial \theta} J_n &= +2 \text{Im} \left[ \sum_{k=0}^{n} \lambda^{n-k} p_{k,n} e_{k,n}^* \right],
\frac{\partial}{\partial \omega_d} J_n &= +2 \text{Im} \left[ \sum_{k=0}^{n} \lambda^{n-k} p_{k,n} e_{k,n}^* \right],
\frac{\partial}{\partial \tau} J_n &= +2 \text{Re} \left[ \sum_{k=0}^{n} \lambda^{n-k} \frac{p_{k,n} - p_{k-1,n}}{T_s} e_{k,n}^* \right],
\end{align*}  \hspace{1cm} (8.23)

where $p_{k,n} = a^H(n)v(k)$, and $e_{k,n} = p_{k,n} - b^H(n)d(k) - \hat{a}_k$. In these equations, we have made the substitution $v(k) = r(k, \tau)e^{-j(\omega_d k + \theta_n)}$, and we have suppressed the notational dependence of $v$ on the receiver's phase and synchronization parameters. We have denoted extremal values of filter parameters for cost $J_n$, with the index $n$ in the defining expressions for $p_{k,n}$ and $e_{k,n}$. A backward difference approximates the
mal derivative in the last expression. The gradients for \( \mathbf{a} \) and \( \mathbf{b} \) are usually decoupled from the unknowns \( \theta, \omega_n, \) and \( \tau \) by use of precomputed estimates. The extremal equations for \( \mathbf{a} \) and \( \mathbf{b} \) can be rewritten to reveal the recursive structure of their solutions,

\[
\mathbf{R}(n) \begin{bmatrix} \mathbf{a} \\ \mathbf{b} \end{bmatrix} = \mathbf{y}(n),
\]

\[
\mathbf{y}(n) = \dot{\mathbf{y}}(n-1) + \ddot{\mathbf{d}}^T(n) \begin{bmatrix} \mathbf{v}(n) \\ -\mathbf{d}(n) \end{bmatrix}, \quad \mathbf{y}(-1) = 0,
\]

\[
\mathbf{R}(n) = \dot{\mathbf{R}}(n-1) + \begin{bmatrix} \mathbf{v}(n)\mathbf{v}^H(n) & -\mathbf{v}(n)\mathbf{d}^H(n) \\ -\mathbf{d}(n)\mathbf{v}^H(n) & \mathbf{d}(n)\mathbf{d}^H(n) \end{bmatrix}, \quad \mathbf{R}(-1) = 0.
\] (8.24)

The sequence of extremal equalizer parameters \( \{\mathbf{a}(n), \mathbf{b}(n)\} \) can be found by any version of the recursive least-squares (RLS) algorithm, as this structure shows. A numerically stable implementation of an order \( 10N \) (per update) RLS algorithm was suggested for the shallow-water acoustic channel [44], and a development of this algorithm can be seen in [50]. Here, \( N \) is the number of real coefficients in the recursion \( 2(1 + N_1 + N_2 + M) \). Estimation for the synchronization and phase can proceed in a variety of ways. For modest Doppler shifts, the phase estimate can be obtained via a second-order phase-locked loop (to track the affine trajectory). The synchronization update can be achieved by an early delay-lock loop, as suggested by the gradient \( \partial J_n / \partial \tau_n \). An extension of these results can be found in [45] for the multiple-sensor case and in [51] for high Doppler environments.

Adaptive linear equalization has also been applied successfully to the vertical acoustic channel, which usually exhibits longer coherence times. Since the direction of propagation is tangential to the thermal gradient, multipath due to refraction is minimal. However, transmission from mid-depth to the surface is known to produce an extremely high multipath spread due to bottom reflections, as discussed in Section 8.1.4.4 and in [52]. In at least three instances, coherent or differentially coherent phase modulation was achieved in the vertical acoustic channel by adapting a linear equalizer according to a least mean squares (LMS) algorithm for well-conditioned input data [52, 53, 54]. The extremal conditions for linear equalization may be seen by forcing \( \mathbf{b} = 0 \) and ignoring the gradients for \( \mathbf{b}_n \) in (8.23). Several approaches suggest self-adaptive versions of the LMS algorithm, which varies the step sizes for each gradient in order to reduce both the convergence time and tracking error, e.g., [52]. The reader is referred to [55] for a review of self-adaptive LMS algorithms and to [56] for a review of the convergence and tracking properties of the LMS family of algorithms.

The work in [44] has suggested that RLS-based adaptive equalization is required for rapidly varying shallow-water acoustical channels. Once the channel taps are derotated by the phase compensator, as shown in Figure 8.12, then the
coherence time of the residual channel is lengthened considerably and permits accurate channel tracking. Despite several well-known reports of the superior convergence properties of RLS algorithms over LMS algorithms [31], there exists a preference for the latter in the underwater acoustic communications literature. Most authors prefer LMS because of the order $O(N)$ complexity (floating-point operations (flops) per update) of LMS to the order $O(N^2)$ complexity of the (stable) conventional RLS algorithm. These authors cite improvements in convergence time of newer members of the LMS family, as reviewed in [56] and references therein. RLS proponents counter with the $O(N)$ complexity of the numerically stable, fast transversal RLS (FTRL) algorithm [49]. At least one work has employed an RLS-based update for the feedforward taps, for which the input data is not well conditioned, and an LMS-based update for the feedback taps, for which the input data is usually white [79]. Regardless of the vantage point of these works, two attributes are considered crucial for an adaptive receiver in shallow water: fast convergence time and low computational complexity.

In the next section, we summarize research efforts to combine these features in detection algorithms. Rather than focusing on the usual attempts to reduce complexity by minimizing computational redundancies, we concentrate on work that exploits the natural sparseness of the impulse response magnitude of the UAC, as well as cases for which the baud rate dominates the Doppler spread (reciprocal coherence time) of the channel.

### 8.4.2 Complexity Reduction in Adaptive Detection

Implicit diversity, which is usually attained via wideband signaling, permits the resolution of paths spaced by no less than the reciprocal of the transmission bandwidth. As the channel symbol rate has increased in underwater acoustic applications during the last decade, both the channel resolution and the channel memory have increased as well. The memory of the communication channel refers to the multipath delay spread, normalized by the channel symbol period. The channel memory is an important characterization in partially coherent reception of linear digital modulation because the number of parameters in an adaptive receiver is typically proportional to the worst-case channel memory. For example, a fractionally spaced DFE requires enough feedforward parameters to span the group of delay taps corresponding to the principal arrival, including uncorrected tap drift, and the symbol-spaced feedback taps should span the memory of the residual impulse response. Consider a medium-range horizontal acoustic link with a worst-case multipath spread of 40 ms and a baud rate of 2,500. The channel memory for
this link is 100 channel symbols. If the $T/2$-spaced feedforward filter spans 16 channel symbols, then the dimension of the feedback filter might be as high as 120. Doubling the channel symbol rate would double the number of receiver parameters. Since it has been demonstrated that higher baud rates improve the phase tracking properties of the adaptive receiver [23], the baud rate and channel memory will tend to increase in future deployments of phase coherent systems.

We begin by establishing a complexity benchmark for our subsequent development in this section. To this end, we shall assume single-sensor acquisition and that $O(\mu)$ complex parameters will be adapted at the baud rate of $R_b$ symbols/s (SPS) for a channel of memory $\mu = T_m R_b$, where $T_m$ seconds is the temporal multipath spread. Regardless of whether LMS or FRLS is used to update the receiver parameters, the computational requirements for adaptation will be proportional to $O(T_m R_b^2)$ flops per second. Thus, the computational burden imposed on battery-powered acoustic modems operating in a channel with the above dimensions is roughly 10 times that of modems in an average telephony channel operating at the same baud rate (see [31], p. 537). In addition, the demodulation complexity for a DFE is also of order $O(T_m R_b^2)$ flops per second, excluding decoding complexity. Real-time demodulation of these signals on board an autonomous underwater vehicle (AUV) requires careful design of the hardware and algorithms for onboard modems, which are usually constrained to use less than 20 W for both hardware and acoustic power.

There are two general approaches for reducing the $O(\mu R_b)$ complexity of the adaptive receiver described earlier. One class attempts to reduce the complexity through the parameter update rate, which coincides with the channel baud rate ($R_b$) in the above scenario. If the channel baud rate would exceed substantially the reciprocal coherence time of the channel (often called the Doppler spread), then the channel taps at one update time are strongly correlated with those of the previous update time, and the channel estimator (or equalizer parameters) may be updated less frequently. We describe this class as reduced updating techniques. While these techniques play a vital role in reducing the computational complexity in some adaptive receivers, space does not permit a thorough review of current approaches. Instead, we focus on approaches that find special application in underwater systems. This second, broader class of algorithms attempts to reduce the number of receiver parameters relative to the scenario described earlier. Through these techniques, the parameter dimension in the complexity product is considerably less than the channel memory $\mu$. Regardless of whether LMS- or RLS-type updates are used, we also expect the convergence time to be smaller for this reduced set of receiver coefficients if the system is not underparameterized. We refer to algorithms of this type as reduced parameterization techniques. In the remainder of this section, we review algorithms in this class.
8.4.2.1 Reduced Parameterization Techniques

There are three well-documented approaches to the reduction of the number of receiver parameters: waveform shaping, indirect adaptive equalization, and memory truncation.

Waveform shaping attempts to reduce the memory of the overall input delay-spread function through signal design at the transmitter. In effect, the transmitter introduces an additional filter tandem to the communication channel, which yields an overall input delay-spread function with less memory. While this approach has been most often employed in time-invariant communication channels, it may be employed for time-varying systems, using accurate channel information supplied by the far-end receiver. In underwater systems, this enhancement may be achieved through a reverse link with a propagation delay that is less than the coherence time of the phase-compensated channel. Waveform shaping may be performed with single transducer transmission in this environment but is considerably more effective when long transmitter arrays are used, as described in [39]. As was noted in this work, this approach works best in the shallow-water channel with stationary platforms and short-range links. Latency and coherence issues for horizontal channels was presented in Section 8.1.6. For single-transducer transmission, waveform shaping may also be achieved by designing a receiver filter to produce an output with a prescribed and controlled amount of interference. With respect to overall computational burden, the trade-off in this approach, sometimes called partial-response equalization, balances the complexities of the front-end filter and the residual interference suppression. This distortion can be mitigated in slowly time-varying, 2-way links by channel precoding at the transmitter or by subsequent equalization at the receiver. As an example of the latter approach for long memory channels, a linear equalizer followed by a maximum likelihood sequence detector has been considered. Complexity was reduced in part by the design of the linear equalizer and by a reduction of memory in the subsequent dynamic programming (Viterbi) algorithm [57]. Linear partial-response equalization followed by Viterbi-type equalization has been used in a (time-invariant) magnetic recording channel to reduce complexity.

Indirect adaptive equalization has also demonstrated an ability to reduce the computational complexity in some time-varying multipath fading channels. Rather than (directly) adapting the equalizer coefficients in a receiver, this approach first identifies the unknown channel taps (using a tapped-delay-line model) and noise statistics and then sets the equalizer to compensate for the channel model. It has been demonstrated recently that the method of indirect channel equalization is more robust to the time variation of some multipath fading channels [62]. Other work has suggested that indirect adaptive DFEs may be imple-
mented at a lower computational complexity than an equalizer with directly adapted coefficients [63]. In effect, the indirect adaptation method yields fewer degrees of freedom in these circumstances, which reduces the convergence time, tracking error, and misadjustment of an adaptive algorithm. As we discuss shortly, there may be other, channel-specific ways to reduce the degrees of freedom of this channel identification even further.

Memory truncation is a deliberate mismatch of the receiver structure with respect to the channel model, to provide fewer adapted parameters than with an unconstrained structure. Memory truncation has traditionally been achieved by ignoring scattered paths beyond a fixed delay and advance from the principal arrival and is usually determined with a knowledge of the performance sensitivity to the receiver mismatch. Many studies of performance sensitivity to mismatch exist and quantify tolerable levels of memory truncation. The sensitivity to channel mismatch was investigated for maximum-likelihood-type receivers in intersymbol interference (ISI) channels [58, 59] and to linear equalizers and DFEs in [60, 89] and references therein.

8.4.2.2 Sparse Channel Identification

We now address current work on channel-specific approaches to parameter reduction that are especially suited for underwater acoustic applications. Of relevance are channel identification techniques that reduce the computational complexity according to the sparseness of slowly time-varying linear systems. For purposes of this presentation, sparseness applies to a slowly time-varying linear system if its multipath intensity profile (MIP), maximally truncated in the delay axis without loss, shows a concentration of power in relatively few taps. Intuitively, a sparse system exhibits clean echoes spaced by large temporal gaps. These gaps may incur an increase in the computational complexity for both conventional channel tracking and demodulation of linear, digital data passed through this sparse system, relative to a system possessing a similar MIP, but without the delay gaps. A typical example of a sparse system is the medium-range shallow-water UAC, and a history of input delay-spread function magnitude estimates can be found in Figure 8.10. Tap magnitudes below a very small threshold were suppressed in this figure in order to more clearly exhibit the sparse nature of the channel. Note in the figure that while the multipath delay spread for this channel exceeds 80 ms, about 12% of the channel taps contribute significantly to the output. Channels such as the UAC are especially suited for sparse channel identification techniques.

The UAC has exhibited sparseness in a variety of wideband transmission experiments. Sparseness has been observed from a surface-deployed receiver in the vertical acoustic channel, in which echoes were observed due to reflections of the transmitted signal off the sea floor [52]. The medium-range, horizontal UAC
has also exhibited sparseness for shallow-water transmissions near Fort Lauderdale, Florida [66], New England harbor sites [64] and for deep-water transmissions in the Arctic circle [65]. A presentation of sparse UACs can be found in [67]. While an underwater channel is not always sparse, it can be approximated as sparse with enough frequency to motivate an incorporation of sparse techniques into wideband acoustic modem designs [66]. An ideal algorithm for sparse channel identification would include full-order identification as a special case and would permit low convergence times for all system orders. In this section, we shall refer to a channel identification technique as a sparse channel identification algorithm if it exploits the sparseness in a system to reduce the computational complexity, convergence time, or estimation error. Sparse adaptive equalization will refer to similarly tailored techniques for coherent demodulation of linear, digital modulation through sparse dispersive systems.

There is a significant amount of prior work on rapidly converging or low complexity channel identification for sparse systems. In some of these cases, prior knowledge about the channel is presumed, such as the number of significant input delay-spread function taps (the system order), their location in delay, or the system multipath spread. In short, all of these (or their approximations) may be provided without major changes of several current modem designs [66]. These modems will initiate communication by preceding a phase-modulated data packet with a packet consisting of a short carrier-modulated Barker sequence followed by a silent period. While the purpose of the Barker sequence is to remove the receive modem from standby mode, a temporal window of the observation (or its correlation magnitude with the Barker sequence) can be stored for future processing. This magnitude sequence provides an estimate of system order, approximate locations of significant taps, and delay spread.

Reference [70] proposed a method of sparse channel identification that increments the order of the channel estimator until a prescribed squared-error criterion is satisfied. At each increment, the best delay for a new input delay-spread function tap is determined, using a criterion that is independent of this tap’s magnitude and phase. Once the best tap location is determined, the magnitude and phase are estimated. This approach is suited for very sparse systems, and its order-recursive approach may impose a lengthy convergence for full-order systems. However, this technique is quite effective in rapidly identifying the location of a new tap in other sparsifying methods. At least three independently derived efforts in sparse adaptive equalization appeared during the same year, suggesting that the solution had strong relevance [64, 76, 77]. In [77] and in subsequent work [52], a sparse implementation of an adaptive linear equalizer was considered for suppression of intersymbol interference in a vertical acoustic channel. Direct adaptive equalization was implemented, and the coefficients of the symbol-spaced transversal filter were adjusted with the LMS-based stochastic-gradient algorithm with time-varying step
sizes. Time was partitioned into epochs lasting hundreds of symbols, over which the channel is presumed to be statistically stationary. The approach in [77] tailored its complexity for sparse systems by selecting a different subset of the transversal filter taps to adapt during each of these epochs. The two largest tap magnitudes are selected from an estimation of the transversal filter taps at the beginning of an epoch; from the relation $\frac{1}{1-z^{-D}} = 1 + z^{-D} + z^{-2D} + \cdots$, $|z| < 1$, the tap delay spacing $D$ between these two taps estimates the multipath delay spread of a 2-tap system and, hence, the spacing of significant taps in a suitable zero-forcing equalizer (high SNR is presumed). These two taps and those at delays $2D, 3D, \ldots$ are updated during this epoch, and the remaining taps are fixed. The work demonstrated successful, low-complexity demodulation of 4-PSK data in both 2- and 3-path channels using this approach, and comparisons between full-order filter updates and the sparse approach showed little performance degradation.

Identification of sparse systems is also an active topic of research in the controls area, where it is motivated from a model-reduction perspective [71, 72, 73, 74, 75]. A model-reduction approach was used to develop the sparse adaptive equalizer in [76]. Both the system order and the set of significant delays were presumed to be known in this work. As stated earlier, this knowledge may be approximated from Barker probes. The result is similar to a concurrent paper [64] which did not require such knowledge and which we summarize below. Details beyond this summary and experimental results can be found in [78].

8.4.2.3 Sparse Adaptive Equalization

We begin our presentation of sparse adaptive equalization by creating a framework for the sparse channel identification problem. To this end, we focus on the $T_s$-spaced, phase-compensated channel and ignore the common tap-phase trajectory. We will refer to Figure 8.13, which illustrates the estimation of a $D$-dimensional vector $\mathbf{h}$ using the known input scalar sequence $\{d_m\}$ and the observed output sequence $\{y_m\}$ satisfying

$$y_m = \mathbf{h}^H \mathbf{d}(m) + v_m,$$

where $\mathbf{d}(n)$ denotes $D$ consecutive elements of the sequence $\{d_m\}$. To determine the best estimated output sequence of the form $\hat{y}_{k,n} = \mathbf{h}(n)^H \mathbf{d}(k), \forall k \leq n$, we shall consider the deterministic least squares criterion $C_n(\hat{\mathbf{h}})$,

$$C_n(\hat{\mathbf{h}}) = \sum_{k=0}^{n} |y_k - \hat{y}_{k,n}|^2. \quad (8.25)$$

As shown in Figure 8.13, we are interested in representing the channel estimate in a two-step process: through a $D_s \times D$ selection matrix $\mathbf{S}$ ($D_s < D$) and a $D_s$-dimensional vector $\mathbf{h}_s(n)$ such that $\hat{\mathbf{h}}(n) = \mathbf{S}^H \mathbf{h}_s(n)$. The matrix $\mathbf{S}$ is so named since its row vectors form a subsequence of $D_s$ rows from the $D \times D$ identity matrix, $\mathbf{I}$. Note that $\mathbf{SS}^H$
is the $D_s \times D_s$ identity matrix, and that $\mathbf{S}$ allows the $D_s$ components of $\hat{\mathbf{h}}_S(n)$ to estimate a channel having a delay spread much greater than $T_s D_s$ seconds. We are interested in selecting $D_s$, $\mathbf{S}$, and $\hat{\mathbf{h}}_S(0)$ at each time $n$ to estimate the observation sequence $y_k$, $0 \leq k \leq n$ with an accuracy measured by $C_n(\hat{\mathbf{h}})$.

We begin with the special case of $\mathbf{S} = \mathbf{I}$ to develop the solution for $\hat{\mathbf{h}}_S(n) = \hat{\mathbf{h}}_I(n)$ and to relate this to the general case. When $\mathbf{S}$ is the identity matrix, the estimator $\hat{\mathbf{h}}_I(n)$, which minimizes $C_n$, is found via weighted least squares regression,

$$
\hat{\mathbf{h}}_I(n) = \mathbf{R}_{dd}^{-1}(n)\mathbf{p}(n),
$$

where

$$
\mathbf{R}_{dd}(n) = \lambda \mathbf{R}_{dd}(n-1) + \mathbf{d}(n)\mathbf{d}^H(n)
$$

$$
\mathbf{p}(n) = \lambda \mathbf{p}(n-1) + y^*_k \mathbf{d}(n),
$$

with initial conditions $\mathbf{R}_{dd}(-1) = 0$, $\mathbf{p}(-1) = 0$. Note that both $y_i$ and $d_{ip}$, which are used to form the linear estimator, are available to the receiver via observation, training sequences, or accurately detected data. The minimal cost for $\mathbf{S} = \mathbf{I}$ is

$$
C_n(\hat{\mathbf{h}}_I) = R_{yy}(n) - \mathbf{R}_{dd}^H(n)\mathbf{p}(n),
$$
where $R_{yy}(n) = \sum_{k=0}^{\infty} \alpha^{n-k} h_k y_k$.

An update complexity of $O(D)$ for the series $\{\hat{h}_k(n)\}$ can be provided by an RLS-type algorithm. However, for a judicious choice of the selection matrix $S$ and for sparse systems, the update complexity for the series $\{S^H \hat{h}_s(n)\}$ can be lessened by an additional order of magnitude. The added cost $C_n(S^H \hat{h}_s) - C_n(\hat{h}_l)$ for this complexity decrease can also be precomputed. To see this, we quantify the accompanying increase in $C_n$ when the estimator uses $S \neq I$, relative to the case $S = I$. For a fixed $S$, the estimator $\hat{h}_s(n)$ that minimizes $C_n(S^H \hat{h}_s(n))$ from (8.25) is

$$\hat{h}_s(n) = [SR_{dd}(n)S^H]^+ S p(n).$$  

Due to the selection matrix $S$, the channel estimator is constrained to have a sparse structure. Since $SR_{dd}(n)S^H$ and $Sp(n)$ have similar recursions as for the case $S = I$, the RLS algorithms can be used to update $S^H \hat{h}_s(n)$. Since the minimum cost associated with any selection matrix $S$ is

$$C_n(S^H \hat{h}_s) = R_{yy}(n) - \hat{h}_s(n)^T Sp(n),$$

the incremental cost in reducing the estimator order to $D_s \leq D$ is

$$C_n(S^H \hat{h}_s) - C_n(\hat{h}_l) = p^H(n)[R_{dd}^{-1} - S^H(S^H R_{dd}(n)S)^{-1} S]p(n).$$

A critical step in an efficient sparsifying algorithm is to find, in a simple fashion, the selection matrix $S$ that minimizes $D_s$, while satisfying a prescribed upper bound to the incremental cost given by the left-hand side of (8.31). Unfortunately, no simple rule exists for the general sparsifying problem, and this fact will be shown to restrict the approach to sparse adaptive equalization. There are special cases of practical interest that permit efficient sparsifying, however. For the case of white channel inputs, $E[R_{dd}(n)] = a^2 I$, the incremental cost associated with the sparse estimator has strong intuitive appeal. In this case, the increase in squared error is

$$C_n(S^H \hat{h}_s) - C_n(\hat{h}_l) = \frac{1}{a^2} p^H(n)[I - S^H S]p(n).$$

For the case of white inputs, the incremental error is the total energy in the components of $p(n)$ corresponding to the rows of $I$ not taken to form $S$. As seen from (8.27), the energy in a component of $p(n)$ is proportional to the energy of the channel tap at that location, and $E[p(n)] = h$. If the true channel, $h$, has negligible energy at the ignored taps, then the increased cost due to a substantially simpler estimator is also negligible.

The squared error $C_n(\cdot)$ is directly related to the performance of the equalizer. For this reason, a careful selection of $S$ is needed to maximally reduce the computational burden throughout a data packet without increasing $C_n(S^H \hat{h}_s)$ beyond a prescribed limit. There are at least two ways in which to proceed. The first
approach, suggested in [66] and [79], uses the magnitude sequence output from the modem’s Barker correlator as an MIP estimator. This estimator provides important information for sparse systems, such as the number of tap groups (a group is a set of adjacent, significant taps), their centroids and spans. Adjacent or nearly adjacent tap groups are usually combined so as to minimize the total number of groups in the response, g. This decomposition relates any sparse approximation to the superposition of g subsystems and suggests an application of the fast modular RLS algorithm [69], whose update complexity is \( O(D_g g^2) \). Provided \( D_g \ll D \) and the group count \( g \) is small, then \( D_g g^2 \ll D \), and a fast modular RLS algorithm is significantly simpler than FTRLs.

The second approach does not require a priori knowledge of the input delay-spread function structure, and was suggested in [64]. In this case, it is assumed that a data packet consists of an initial training sequence followed by an information sequence, and that full-order channel estimation (\( S = I \)) occurs for a brief period at the beginning of the packet. Full-order estimation provides \( C_n(\hat{h}_1) \) and \( p(n) \), which are required for the selection of \( D_s, S \) and \( \hat{h}_S \). Experimental results have shown that full-order estimation must be implemented for only a short period (about 2D symbols) at the beginning of the packet, usually within the training period. While this application of full-order channel estimation does preserve the peak processing load, it does not substantially affect the average computational burden. The average computational burden is determined strongly by the choice of \( S \).

We now address the connection between reduced-complexity channel identification and channel equalization. We focus in particular on fractionally spaced DFEs. Does an accurate, low-order channel estimate \( \hat{h}_v \), with \( D_s \ll D \), guarantee a reduced number of computations for equalizer tap adjustment? Not in general, as can be seen by the condition for the extremal equalizer coefficients for a minimum-MSE DFE. For jointly stationary vectors \( r(n), d(n) \) and for a zero-mean, unit-variance white sequence \( \{d_m\} \), the vectors \( a, b \) must satisfy

\[
\begin{bmatrix}
\mathcal{R}_{rr} & -\mathcal{R}_{rd} \\
-\mathcal{R}_{rd}^H & \mathcal{R}_{dd}
\end{bmatrix}
\begin{bmatrix}
a \\
b
\end{bmatrix} = \begin{bmatrix}
f \\
ob
\end{bmatrix},
\]

(8.33)

where

\[
\mathcal{R}_{vw} = E[v(n)v^H(n)]
\]

\[
f = [h(N_1 T_s) \ h((N_1 - 1) T_s) \ \ldots \ h(-N_2 T_s)]^T.
\]

The statistical cross-correlations take the form

\[
[R_{rd}]_{ij} = h(j T + N_1 T_s - (i - 1) T_s)
\]

\[
[R_{rr}]_{ij} = \sigma^2 \delta_{ij} + \sum_{\alpha} h(\alpha T)h^*(\alpha T + (j - i) T_s),
\]
where $\sigma^2$ is the additive noise variance. While a sparse, fractionally spaced channel $\mathbf{h}$ yields a sparse form for $\mathbf{f}$ and $\mathcal{R}_{rd}$, the reduction in complexity for the solution of $\mathbf{a}$ and $\mathbf{b}$ is not readily apparent. One approach proposed in [78] is to apply the channel sparsifying matrix $\mathbf{S}$ to the feedforward coefficient vector $\mathbf{a}$. This method preserves the adaptive matched-filter property of the feedforward filter and reduces the complexity of the solution for the equalizer coefficients. Sparse equalization of this form has been shown to reduce the average computational complexity per update by more than an order of magnitude in shallow-water acoustic channels.

### 8.4.3 Multiuser Detection

One of the first applications of multiuser detection (see Chapters 2 and 3) to the UAC is described in [80] and [36]. Vertical channel transmission with negligible multipath was considered. An adaptive $K$-user detector was used to resolve the temporal overlap of at most $K$ short packets in a common request channel for a dynamic time division multiple access (TDMA) system. This receiver structure was a soft-decision two-stage detector and was provided information about the signature waveforms from packet headers. Using soft decisions to reconstruct and suppress cochannel interference has been shown to decrease the symbol error rate for low thermal noise conditions [82]. The parameter $K$ was much smaller than the modem population size, and the sensitivity of request-channel throughput with $K$ was explored [81]. This receiver was implemented and tested at sea for $K = 2$.

Multiple access techniques for shallow-water networks usually do not include time and frequency division because of the frequency-selective fading, limited system bandwidth, and the increased difficulties with global time slotting associated with platform mobility, as discussed in Section 8.1. Code-division multiple access (CDMA) is the preferred method for resource sharing in this environment. Until the early 1990s, however, little work was available on multiuser detection in time-varying dispersive channels, other than a bank of independently operating RAKE filters. In [83], two multiuser detectors were presented for a fixed frequency-selective channel which removed the bit-error-rate floor (versus average SNR) of the conventional RAKE detector. The floor was attributed to dominating cochannel interference, which was compensated for by the multiuser receivers. Fully adaptive, single-sensor multiuser receivers tailored for the shallow-water acoustic channel were presented first in [84] and most recently in [85] and are summarized below.

Figure 8.14 presents a block diagram description of this detector, which we refer to as a multiuser DFE, or MDFE, and which can be compared with the multiuser DFE structures described in Chapters 3 and 4.
Figure 8.14  Multiuser decision feedback equalizer.

Note the strong similarity of this receiver to a bank of $K$ conventional, fractionally spaced DFEs, with the exception of the "crossover" feedback filters $b_{ji}, i \neq j$ in Figure 8.14. This single-sensor multiuser receiver consists of one fractionally spaced feedforward filter and $K$ symbol-spaced feedback filters for each of the $K$ users in the system. The sampled input signal in every feedforward section at time $nT$ is given by

$$r(n) = [r(nT + N_1T_s) \ r(nT + (N_1 - 1)T_s) \cdots \ r(nT - N_2T_s)]^T. \quad (8.34)$$

The scalar output of the feedforward transversal filter for the $k$th user at time $nT$ is given by $a_k^H r(n)$, where the combining coefficients are

$$a_k = [a_{k,-N_1} \cdots a_{k,N_2}]^T.$$  

We also define the output of the $k$th phase correction circuit at time $nT$ as $p_{k,n} = a_k^H r(n)e^{j\hat{\phi}_{k,n}}$. Similarly, the symbol-rate feedback filter for the $i$th receiver containing decisions from user $j$ has an output at time $nT$ given by $b_{ij}^H d_{i,j}(n)$, where

$$d_{i,j}(n) = [\tilde{d}_{i,j,n-1} \cdots \tilde{d}_{i,j,n-M}]^T$$
and

\[ \mathbf{b}_j = [b_{j1} \cdots b_{jm}]^T. \]

As suggested by the notation, \( \hat{d}_{k,u} \) denotes the final decision for the \( n \)th symbol for user \( k \), \( d_{k,u} \). The sum of all \( K \) feedback transversal filters for user \( j \) at time \( nT \) is denoted as \( q_{j,u} \). For the two-user case, the MDFE receiver produces for user 1 the feedback aggregate \( d_{1,u} = b_{11}^H \mathbf{d}_1(n) + b_{12}^H \mathbf{d}_2(n) \), while the corresponding feedback aggregate for the conventional DFE would be \( q_{1,u} = b_{11}^H \mathbf{d}_1(n) \).

As shown in Figure 8.14, the decision variable for user \( k \) at time \( n \) is \( \hat{d}_{k,u} = p_{k,u} - q_{k,u} \). It is convenient to represent this variable as the inner product

\[ \hat{d}_{k,u} = \mathbf{c}_k^H \mathbf{u}_k(n), \]

where

\[ \mathbf{c}_1 = [\mathbf{a}_1^T - \mathbf{b}_{11}^T - \mathbf{b}_{21}^T]^T, \]  \hspace{1cm} (8.35)

\[ \mathbf{u}_1(n) = [\mathbf{y}_1^T(n) \mathbf{d}_2^T(n)]^T, \]

and

\[ \mathbf{y}_1(n) = [\mathbf{r}^T(n)e^{-j\phi_{1,u}} \mathbf{d}_1^T(n)]^T. \]

Final decisions for the data \( d_{k,u} \) are denoted as \( \hat{d}_{1,u} \) and are given by quantization (slicing) of the decision variable. The performance metric is a weighted sum of squared errors \( e_{k,u} = d_{k,u} - \hat{d}_{k,u} \) when the symbol is known by the receiver in a training mode and \( e_{k,u} = \hat{d}_{k,u} - \hat{d}_{k,u} \) in a decision-directed mode. The receiver parameters at time \( nT \) are adjusted to minimize the weighted squared error \( \mathcal{E}(n) = \sum_{k=0}^{n} e_{k,u}^2 + \sum_{k=0}^{n} \mathcal{E}_{k,u} \). Defining the cross-correlation matrix between the column vector sequences \( \mathbf{x}(n) \) and \( \mathbf{w}(n) \) as \( \mathbf{R}_{\mathbf{x},\mathbf{w}}(n) = \mathbf{R}_{\mathbf{x},\mathbf{x}}(n-1) + \mathbf{x}(n)\mathbf{w}(n)^H \), the receiver parameters \( \{\mathbf{c}_{1,\text{opt}}, \phi_{1,u}\} \) for user 1 which minimize \( \mathcal{E}(n) \) are given by

\[ \mathbf{c}_{1,\text{opt}} = \mathbf{R}_{\mathbf{u}_{1},\mathbf{u}_{1}}^{-1}(n)\mathbf{R}_{\mathbf{u}_{1},\mathbf{b}_{1}}(n) \]

and

\[ \frac{\partial \mathcal{E}(n)}{\partial \phi_{1,u}} = -2\text{Im}[p_{1,u}e_{1,u}^n] = 0. \]

Since \( \mathbf{u}_{1} \) depends on \( \phi_{1,u} \), and \( e_{1,u} \), depends on \( \mathbf{u}_{1}(n) \), an approximate and computationally efficient solution to these equations can be achieved through the decoupling approach discussed earlier.

In this section, we have reviewed an adaptive receiver structure for the MDFE for \( K \) asynchronous users. A bank of \( K \) conventional DFEs is a special case of this presentation and is given by the substitution of \( \mathbf{y}_{1}(n) \) for \( \mathbf{u}_{1}(n) \) in this section. In [85], the improvement due to the crossover filters \( \mathbf{b}_{ij} \) is quantified. It is shown there that

\[ \mathcal{E}_{\text{MDFE}} = 1 - \mathbf{R}_{\mathbf{d}_{1},\mathbf{d}_{1}}^{-1} \mathbf{R}_{\mathbf{u}_{1},\mathbf{u}_{1}} \mathbf{R}_{\mathbf{d}_{1},\mathbf{d}_{1}}^{-1} \]

\[ \mathcal{E}_{\text{DFE}} = 1 - \mathbf{R}_{\mathbf{d}_{1},\mathbf{d}_{1}}^{-1} \mathbf{R}_{\mathbf{y}_{1},\mathbf{y}_{1}} \mathbf{R}_{\mathbf{d}_{1},\mathbf{d}_{1}}^{-1} \]

and
where $R_{wx}$ denotes a statistical cross-correlation matrix. These expressions are valid under the additional assumption that the data symbols $\{d_{k,n}\}$ are uncorrelated with zero mean and unit variance and can be used to show that the MDFE outperforms the DFE in a multiple-access setting [85]. The two detectors have comparable performance in the unusual case when $d_2$ and $y_1$ are statistically uncorrelated.

### 8.4.4 Wideband Array Signal Processing

As discussed in Chapters 1, 2, and 4, the use of a spatial arrays of receivers, which we refer to as multichannel receivers, can improve the demodulation capabilities of communications systems. If the receivers are widely separated so that the fluctuations in the channels from the transmitter to one receiver are independent of those to another receiver, explicit diversity techniques can be exploited to enable the overall system to overcome fading in one or more of the independent channels. If the fluctuations in the channels to different receivers are not independent, then the coherent spatial structure of the received signal can be exploited. One of two different approaches is usually taken in coherently combining the signals at the receivers. The first approach is to attempt to capture all of the signal energy that has propagated from the transmitter to the receivers. The second is to attenuate the signals that have propagated through some ray tubes while accentuating signals that have propagated through other ray tubes. The latter approach corresponds to traditional beamforming. In the multiuser environment, the multichannel receiver can use the differences in the spatial structure of the signals transmitted by different users to distinguish between interfering arrivals [16, 90].

We begin with the approach developed in [45], which is an extension of the adaptive single-channel equalizer discussed in Section 8.4.1 and shown in Figure 8.12. The single input channel is replaced by $K$ input channels, $K$ feedforward filters, and $K$ PLLs. The input to the $k$th channel is $r_k(n)$, the coefficient vector of the $k$th feedforward filter is $a_k(n)$, and the phase of the $k$th PLL is $\phi_{n,k} = \omega_{d,n,k} n + \theta_{n,k}$. The outputs of the individual channels are summed to form

$$p_n = \sum_{k=1}^{K} a_k^H(n) r_k(n) e^{-j \phi_{n,k}}.$$  

(8.36)

The tap weight vector given by

$$u(n) = \begin{bmatrix} a_1(n) \\ \vdots \\ a_K(n) \\ b(n) \end{bmatrix}$$  

(8.37)
is determined with a least squares metric, as in Section 8.4.1 for the single-channel equalizer. The optimal phase correction terms \( \varphi_{n,1} \) through \( \varphi_{n,K} \) are individually estimated using a second-order digital PLL.

The computational complexity required to compute the optimal tap weight vector grows with \( K^2 \), yielding an often unacceptable level of complexity. Approaches to reducing the complexity associated with multichannel algorithms in the underwater environment have been developed [16, 89]. Like the sparsing approach to complexity reduction described in Section 8.4.2, these multichannel algorithms achieve their complexity reduction by exploiting particular features of the propagation environment.

The approach in [89] is built around an essentially deterministic ray propagation model. Let \( P \) denote the number of rays from the transmitter to the receiver array, and assume that \( P < K \). Then, assuming that the ray paths are known, it is shown that there is no loss in performance if a \( K \)-input, \( P \)-output beamformer is used to transform the outputs of the \( K \) sensors into \( P \)-channel signal, with the \( p \)th channel carrying the signal that propagated along the \( p \)th ray. This \( P \)-channel beamformer output is followed by a \( P \)-channel equalizer. A complexity reduction is realized in calculating the weights of the multichannel equalizer since the dimension of the receiver parameter vector \( \mathbf{u}(n) \) is proportional to \( P \). When the characteristics of the \( P \) ray paths are not known or are time varying, the front-end beamformer is required to adapt. The beamformer adaptation algorithm in [89] is based on three assumptions. The first is that the signals can be reasonably modeled as narrowband signals. The second is that the transmitter is far enough from the receiver array and the environment is sufficiently homogeneous that the propagating signal is a plane wave across the aperture of the array. The final assumption is that the array is linear with uniform spacing between sensors. When these assumptions are fulfilled, a memoryless beamformer with complex-valued, unit-norm weights is sufficient to achieve the desired signal separation and a relatively simple PLL algorithm can be used to calculate the needed beamformer weights. An ad hoc approach to updating the unconstrained weights of a memoryless beamformer is described for the case where the above assumptions are not valid.

The reduced complexity multichannel beamformers developed in [16] are based upon the micro-/macro-multipath propagation model developed in Section 8.1.4. The multichannel demodulator consists of a \( K \) input, single-output tapped-delay-line beamformer followed by a single-channel equalizer such as the one described in Section 8.4.1. This structure is based upon several assumptions. The first is that the intersensor correlation of the clusters of arrivals for the dominant ray tube is reasonably strong. The second assumption is that the macro-multipath provides sufficiently different spatial/temporal structure to signals that propagate through different ray tubes so that the front-end beamformer can distinguish between these
different signals by using only that structure. Given these assumptions, the front-end beamformer can eliminate most of the intersymbol interference from multipath arrivals from other than the dominant ray tube and the multiple-access interference from other transmitters without having to adapt to the fluctuations in the micro-multipath structure of the environment. Complexity reduction is achieved because the macro-multipath structure of the channel to which the beamformer must adapt changes fairly slowly and therefore the weights of the beamformer can be updated infrequently. This method of complexity reduction therefore belongs to the reduced update class of techniques described in Section 8.4.2. The single-channel output of the beamformer contains only a modest amount of intersymbol interference due to the micro-multipath spread of the dominant ray tube and a greatly reduced amount of multiple-access interference. A small single-channel equalizer is used to complete the demodulation process.

8.5 Concluding Remarks

In this chapter, we have presented a first-principles model for the UAC, and we have discussed many of the characteristics that distinguish this channel from the RF channels discussed in earlier chapters. Our model was developed using the concept of ray propagation through random nonhomogeneous media, by introducing the notion of ray tubes. The effect of environmental fluctuations on the communication channel were decomposed into macro- and micro-multipath input delay-spread functions. This model was used to relate channel saturation to the temporal and spatial coherence of the input delay-spread functions. We have focused on signal processing techniques for situations when the input delay-spread function exhibited a separable decomposition \( g(t, \tau) = h(\tau) e^{j(\omega t + \theta)} \). This explicit modeling of the Doppler shift permits reliable phase-coherent demodulation in time-varying shallow-water UACs. We have presented techniques to reduce the computational complexity for both single-sensor and multisensor receivers; these techniques exploited features germane to the underwater channel. Multiuser detectors find a natural application in this channel and were presented in this chapter as extensions of the single-channel equalizers.

We have also presented current research on several open problems in phase-coherent communications through UACs. Current and future research topics include adaptive detection in multipath channels that exhibit path-dependent Doppler shifts, wideband coherent detection for severe Doppler dilation, and coherent demodulation algorithms with reduced computational complexity. We conclude this chapter with an extensive bibliography detailing past and recent work in the field.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM</td>
<td>constant modulus or continuous media</td>
</tr>
<tr>
<td>CMA</td>
<td>constant modulus algorithm</td>
</tr>
<tr>
<td>CNR</td>
<td>carrier-to-noise ratio</td>
</tr>
<tr>
<td>CR</td>
<td>cross-relation</td>
</tr>
<tr>
<td>CRC</td>
<td>cyclic redundancy check</td>
</tr>
<tr>
<td>CSI</td>
<td>channel state information</td>
</tr>
<tr>
<td>CW</td>
<td>continuous-wave</td>
</tr>
<tr>
<td>DATS</td>
<td>digital acoustic telemetry system</td>
</tr>
<tr>
<td>DCT</td>
<td>discrete cosine transform</td>
</tr>
<tr>
<td>DES</td>
<td>Data Encryption Standard</td>
</tr>
<tr>
<td>DFE</td>
<td>decision-feedback equalizer</td>
</tr>
<tr>
<td>DFT</td>
<td>discrete Fourier transform</td>
</tr>
<tr>
<td>DMT</td>
<td>discrete multitone modulation</td>
</tr>
<tr>
<td>DPCM</td>
<td>differential pulse code modulation</td>
</tr>
<tr>
<td>DQPSK</td>
<td>differential quadrature phase-shift keying</td>
</tr>
<tr>
<td>DS-CDMA</td>
<td>direct-sequence code-division multiple-access</td>
</tr>
<tr>
<td>DSL (xDSL)</td>
<td>digital subscriber loop</td>
</tr>
<tr>
<td>DSP</td>
<td>digital signal processor</td>
</tr>
<tr>
<td>DTS/PTS</td>
<td>decode/presentation timestamp</td>
</tr>
<tr>
<td>ECVQ</td>
<td>entropy-constrained vector quantization</td>
</tr>
<tr>
<td>EZW</td>
<td>embedded zerotree wavelet</td>
</tr>
<tr>
<td>FA</td>
<td>finite alphabet</td>
</tr>
<tr>
<td>FDMA</td>
<td>frequency-division multiple-access</td>
</tr>
<tr>
<td>FEC</td>
<td>forward error-correction coding</td>
</tr>
<tr>
<td>FFT</td>
<td>fast Fourier transform</td>
</tr>
<tr>
<td>FIR</td>
<td>finite impulse response</td>
</tr>
<tr>
<td>FSM</td>
<td>finite state machine</td>
</tr>
<tr>
<td>FTLS</td>
<td>fast transversal recursive least-squares</td>
</tr>
<tr>
<td>GII</td>
<td>global information infrastructure</td>
</tr>
<tr>
<td>GMSK</td>
<td>Gaussian minimum-shift keying</td>
</tr>
<tr>
<td>GSM</td>
<td>Groupe Speciale Mobile</td>
</tr>
<tr>
<td>HDTV</td>
<td>high-definition television</td>
</tr>
<tr>
<td>HOS</td>
<td>higher-order statistics</td>
</tr>
<tr>
<td>IC</td>
<td>integrated circuit</td>
</tr>
<tr>
<td>IID (i.i.d.)</td>
<td>independent, identically distributed</td>
</tr>
<tr>
<td>IIR</td>
<td>infinite impulse response</td>
</tr>
<tr>
<td>ILSE</td>
<td>iterative least-squares with enumeration</td>
</tr>
<tr>
<td>ILSP</td>
<td>iterative least-squares with projection</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>IR</td>
<td>infrared</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>-------------------------------------------------</td>
</tr>
<tr>
<td>ISI</td>
<td>intersymbol interference</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standards</td>
</tr>
<tr>
<td>JPEG</td>
<td>Joint Photographic Experts Group</td>
</tr>
<tr>
<td>JSCC</td>
<td>joint source-channel coding</td>
</tr>
<tr>
<td>LMS</td>
<td>least mean squares</td>
</tr>
<tr>
<td>LPTV</td>
<td>linear periodically time-varying</td>
</tr>
<tr>
<td>LS</td>
<td>least-squares</td>
</tr>
<tr>
<td>LTI</td>
<td>linear time-invariant</td>
</tr>
<tr>
<td>LTV</td>
<td>linear time-varying</td>
</tr>
<tr>
<td>MAI</td>
<td>multiple-access interference</td>
</tr>
<tr>
<td>MBone</td>
<td>multicast backbone</td>
</tr>
<tr>
<td>MDFE</td>
<td>multiuser decision-feedback equalizer</td>
</tr>
<tr>
<td>MF</td>
<td>matched filter</td>
</tr>
<tr>
<td>MIMO</td>
<td>multiple-input multiple-output</td>
</tr>
<tr>
<td>MIP</td>
<td>multipath intensity profile</td>
</tr>
<tr>
<td>ML</td>
<td>maximum likelihood</td>
</tr>
<tr>
<td>MLSE</td>
<td>maximum likelihood sequence estimator</td>
</tr>
<tr>
<td>MMSE</td>
<td>minimum mean-square error</td>
</tr>
<tr>
<td>MPEG</td>
<td>Moving Pictures Experts Group</td>
</tr>
<tr>
<td>MR-JSCC</td>
<td>multiresolution joint source-channel coding</td>
</tr>
<tr>
<td>MSE</td>
<td>mean-square error</td>
</tr>
<tr>
<td>MSK</td>
<td>minimum-shift keying</td>
</tr>
<tr>
<td>MO</td>
<td>multiple output</td>
</tr>
<tr>
<td>MU</td>
<td>multiple user/multiuser</td>
</tr>
<tr>
<td>NBI</td>
<td>narrowband interference</td>
</tr>
<tr>
<td>OPTA</td>
<td>optimal performance theoretically obtainable</td>
</tr>
<tr>
<td>OSI</td>
<td>Open System Interconnection</td>
</tr>
<tr>
<td>PAM</td>
<td>pulse amplitude modulation</td>
</tr>
<tr>
<td>PASTd</td>
<td>projection approximation subspace tracking-dilation</td>
</tr>
<tr>
<td>PCM</td>
<td>pulse code modulation</td>
</tr>
<tr>
<td>PCR</td>
<td>program clock reference</td>
</tr>
<tr>
<td>PET</td>
<td>priority encoding transmission</td>
</tr>
<tr>
<td>PLL</td>
<td>phase-locked loop</td>
</tr>
<tr>
<td>PN</td>
<td>pseudonoise</td>
</tr>
<tr>
<td>PSK</td>
<td>phase-shift keying</td>
</tr>
<tr>
<td>PSNR</td>
<td>peak signal-to-noise ratio</td>
</tr>
<tr>
<td>PTS</td>
<td>public telephone service</td>
</tr>
<tr>
<td>QAM</td>
<td>quadrature amplitude modulation</td>
</tr>
<tr>
<td>QoS</td>
<td>quality of service</td>
</tr>
<tr>
<td>QPSK</td>
<td>quadrature phase-shift keying</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>RACMA</td>
<td>real analytical constant modulus algorithm</td>
</tr>
<tr>
<td>RCPC</td>
<td>rate-compatible punctured convolutional</td>
</tr>
<tr>
<td>R-D</td>
<td>rate-distortion</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency</td>
</tr>
<tr>
<td>RKG</td>
<td>running key generator</td>
</tr>
<tr>
<td>RLS</td>
<td>recursive least squares</td>
</tr>
<tr>
<td>RTI</td>
<td>real-time interface</td>
</tr>
<tr>
<td>SA</td>
<td>successive approximation</td>
</tr>
<tr>
<td>SFQ</td>
<td>space-frequency quantization</td>
</tr>
<tr>
<td>SI</td>
<td>single input</td>
</tr>
<tr>
<td>SIMO</td>
<td>single-input multiple-output</td>
</tr>
<tr>
<td>SINR</td>
<td>signal-to-interference-plus-noise ratio</td>
</tr>
<tr>
<td>SIR</td>
<td>signal-to-interference ratio</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>SOFAR</td>
<td>sound fixing and ranging</td>
</tr>
<tr>
<td>SOS</td>
<td>second-order statistics</td>
</tr>
<tr>
<td>SPS</td>
<td>symbols per second</td>
</tr>
<tr>
<td>SS</td>
<td>spectral selection or spread spectrum</td>
</tr>
<tr>
<td>S-T</td>
<td>space-time</td>
</tr>
<tr>
<td>SU</td>
<td>single user</td>
</tr>
<tr>
<td>SVD</td>
<td>singular-value decomposition</td>
</tr>
<tr>
<td>TCM</td>
<td>trellis-coded modulation</td>
</tr>
<tr>
<td>TCP</td>
<td>Transport Control Protocol</td>
</tr>
<tr>
<td>TCQ</td>
<td>trellis-coded quantization</td>
</tr>
<tr>
<td>TDL</td>
<td>tapped delay line</td>
</tr>
<tr>
<td>TDMA</td>
<td>time-division multiple-access</td>
</tr>
<tr>
<td>UAC</td>
<td>underwater acoustic channel</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>UEP</td>
<td>unequal error protection</td>
</tr>
<tr>
<td>ULA</td>
<td>uniform linear array</td>
</tr>
<tr>
<td>UV</td>
<td>underwater vehicles</td>
</tr>
<tr>
<td>VC</td>
<td>virtual circuits</td>
</tr>
<tr>
<td>VQ</td>
<td>vector quantizer</td>
</tr>
<tr>
<td>VR</td>
<td>variable rate</td>
</tr>
<tr>
<td>VSELP</td>
<td>vector sum excited linear predictor</td>
</tr>
<tr>
<td>WMF</td>
<td>whitened match filter</td>
</tr>
<tr>
<td>WSS</td>
<td>wide-sense stationary</td>
</tr>
<tr>
<td>WWW</td>
<td>World Wide Web</td>
</tr>
<tr>
<td>ZF</td>
<td>zero-forcing</td>
</tr>
<tr>
<td>ZFE</td>
<td>zero-forcing equalizer</td>
</tr>
</tbody>
</table>
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